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Introduction

Antonin Rusek
Susquehanna University, Selinsgrove, Pennsylvania, USA

The financial and economic crisis in Europe entered its third year. What
was initially considered a (possibly short) recession reflecting the finan-
cial shock in the US metastasized into a protracted crisis. After the
“Greek Shock” of the Fall 2009, the dynamics became entirely European.
Its impact on the Eurozone and its neighbors poses a key challenge for
both the European and national institutions. Some even stress that not
only the common currency euro but even the existence of the EU itself
may be in doubt.

The contributions in this volume explore the processes via which the eco-
nomic and financial crisis manifests itself in the variety of international
and national environments. Both the situations in the Eurozone itself
and in the several “new member states” are examined.

The book is divided into three parts and the Epilogue. The first part
discusses the Eurozone problems and hints at the possible solutions.

In the first chapter, Antonin Rusek from the Susquehanna University
in Selinsgrove, Pennsylvania, points out that the European crisis ar-
rived at the crossroad. The preservation of the Eurozone in its current
shape and scale implies economic changes which are increasingly resented
by nations on the Mediterranean littoral – those most affected by the
crisis. Alternative policies of monetary and fiscal expansion threaten
the EU members north of Alps by both the devastating inflation and,
given their demographics, the social justice and wellbeing. However,
the restructuring of the Eurozone implies short to medium term unde-
sirable consequences. The author suggests that the introduction of the
parallel currency alongside the euro in the most affected counties may
be a solution which preserves the current scope and scale of the Euro-
zone, mitigates the impact of “southern” adjustments and reduces the
Eurozone-wide impact of needed financial restructuring.

The second chapter is authored by Luboš Smrčka of the University of
Economics in Prague, The Czech Republic. He aims to assess the pos-
sibility that the cumulative effects of risk factors may lead to a “stagfla-
tion”, i.e. the combination of a relatively high inflation and a recession,
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which will, in effect, results in unemployment rates that may exceed,
even substantially, the natural rate of unemployment.

Dimitri Blueschke and Reinhardt Neck of the University of Klagenfurt in
Austria discuss the monetary and fiscal policies using the dynamic game
model of the EMU in Chapter 3. In their approach, the union considered
is asymmetric, consisting of a “core” with lower initial public debt, and
a “periphery” with higher initial public debt. The “periphery” may ex-
perience a debt relief (“haircut”) due to an evolving high sovereign debt
dynamics. Calibrating the model to the Euro Area, authors calculate nu-
merical solutions of the dynamic game between the governments and the
central bank using the OPTGAME algorithm. They show that a “hair-
cut” as modeled in their chapter is disadvantageous for both the “core”
and the “periphery” of the monetary union. Moreover, the cooperative
solution is preferable to the noncooperative equilibrium (both without
and with a “haircut”), providing an argument for the coordinated fiscal
policies in a monetary union.

The first part concludes with Chapter 4, where Petr Koráb and Klára
Burešová of the Mendel University in Brno, Czech Republic, provide an
alternative view at the parallel currency idea. They argue that the The-
ory of Optimum Currency Areas (OCA) is the theoretical foundation of
the monetary integration in European Union. But the current Eurozone
problems pose questions which are not sufficiently answered within the
OCA framework. A significant one is a possible introduction of a par-
allel currency while keeping the euro for specific purposes for a limited
period of time. As the key contribution of this chapter they provide a
basic concept which, when properly developed, could lead to establishing
a parallel currency market in several Eurozone states. An arrangement
is suggested where the euro and a parallel currency both have its own
purpose. Common currency should be used mainly in public sector in
non-cash form while a new parallel currency in private sector in the form
of “no-name” certificates. Main purpose of an introduction of the parallel
currency is to boost economic growth and increase the competitiveness
through its devaluation. Benefits and costs of establishing a parallel
currency market in the Eurozone member state are also outlined.

The second part of the book analyzes the impact of the European finan-
cial and economic crisis on the non-Eurozone EU members.

Adam Koronowski from the Collegium Mazovia in Siedlce, Poland, com-
pares the impact of the crisis and the policy responses in Estonia and
Hungary in Chapter 5. His aim is to assess the results of the economic
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policies and to formulate interpretations and conclusions with regard to
different policy outcomes. Such a comparison is justified, by the similar-
ity of the economies of both countries – they are small open economies
highly integrated within the European Union. On the other hand, the
comparison brings about interesting observations and conclusions due to
major differences in economic policies of Estonia and Hungary. Firstly,
while Estonia maintained a currency board system, Hungary adopted a
wide exchange rate band/floating exchange rate regime during the pe-
riod analyzed. In fact, while Estonian Kroon remained perfectly stable,
the Hungarian forint was highly volatile. This difference also crucially
determined the scope for monetary policy – only Hungary could use an
active interest rate policy which it applied both to stabilize the economy
and the exchange rate. Secondly, both countries executed different fiscal
policies. Estonia had a surplus in its public finances before the crisis
and it allowed for some minor deficits when economic downturn came.
Conversely, Hungary had had high budget deficits and it only chose to
improve its fiscal stance shortly before the crisis and it attempted to
further limit fiscal imbalances during the crisis.

In Chapter 6, Alfred Sitz of the Vienna University of Economics and
Business analyzes the impact of the European financial and economic
crisis on Poland and Baltic countries. He points out that neighboring
countries in the Eastern part of EU with similar per-capita income expe-
rienced very divergent outcomes when the international financial crisis
hit. Whereas Poland still grew slightly in 2009, the three Baltic coun-
tries experienced economic downturns between fourteen and eighteen
percent of GDP. Alternative exchange rate regimes, divergent measures
of economic policy actually available as well as used, and very different
levels of international indebtedness and large differences in the share of
loans in foreign currency represent the main reasons for these different
developments.

Pavla Vodová from the Silesian University in Opava, Czech Republic
looks at the liquidity ratios of banks in Slovakia in Chapter 7. Her
analysis aims to evaluate the liquidity positions of Slovak commercial
banks via different liquidity ratios in the period of 2001–2010 and to
find out whether the strategy for liquidity management differs by the
size of the bank. Due to increase in the lending activity, Slovak banks
have become less liquid. However, the level of liquidity fluctuated only
slightly during the period 2001–2008. Financial crisis has a very negative
impact on bank liquidity in 2009 and 2010. Author finds that while
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ensuring the liquidity, big banks rely on the interbank market and small
and medium sized banks hold a buffer of liquid assets.

In Chapter 8, Irena Szarowská from the Silesian University in Opava,
Czech Republic looks at the relationship between the economic perfor-
mance and the government expenditures in the Czech Republic. Writer
provides the direct empirical evidence on the business cycle relationship
between the economic performance and the government expenditure in
the Czech Republic over the period 1995–2010 and examines main pub-
lic expenditure variables (total government expenditure, current govern-
ment expenditure, non-investment transfers to population, capital gov-
ernment expenditure). The analysis uses annual data from the Ministry
of Finance of the Czech Republic. All time series are converted into
constant prices and cyclically adjusted.

The third part provides some views on the miscellaneous topics as they
relate to the European crisis, but transcend the national boundaries.

In Chapter 9, Barbara Wieliczko from the Institute for Agricultural and
Food Economics in Warsaw, Poland, looks at the degree of homogeneity
in the EU’s Common Agricultural Policy (CAP). She argues that the
wide differences in CAP design and implementation result in no actual
single market based on the equal conditions for competition. As it is
much easier for other sectors of the economy not relying so strongly on
weather conditions and environmental endowment to apply common tax
system, it is highly probable that the agriculture is not going to be a
pioneer in the implementation of a common fiscal policy. However, the
common Farm Accounting Data Network should become the basis for
analytical works on projects of implementation of common agricultural
income tax. Moreover a closer insight into the actual financial situation
of the EU agriculture could verify the efficiency and efficacy of the policy
instruments in use and the scale of the support really needed. As the
CAP is a common EU policy it could also serve as the experimental field
for a common fiscal policy. The implementation of common support
instruments could facilitate the project of introducing a common tax
system.

Jan Vavřina and Jitka Janová from the Mendel University in Brno, Czech
Republic discuss the validity of the corporate bankruptcy prediction
models in the Czech agriculture in Chapter 10. Their approach is based
on Gurčík’s G-index which employs economic indicators’ discriminate
analysis specifically for randomly chosen agricultural enterprises. As the
reaction to current trends in the identification of the corporate financial
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distress analysis the introductory discussion of Data Envelopment Anal-
ysis (DEA) application to a bankruptcy prediction is provided together
with the comparison to other popular techniques used so far. The em-
phasis is placed on the data processing and evaluation of agricultural
enterprises. Since – related to agricultural enterprises – DEA has been
used only for efficiency evaluation so far, this contribution aims to set up
the research on DEA applicability in the agribusiness financial distress
prediction.
In Chapter 11, Tomáš Otáhal of the Mendel University of Brno, Czech
Republic and Václav Rybáček of the University of Economics in Prague,
Czech Republic ask whether tight and centralized financial regulations
can prevent financial crises. They explore the historical parallels between
the governmental responses to the financial crises at the end of the 19th

and the beginning of the 20th century in the USA and the recent re-
sponse of the European Union. Employing the rent-seeking model with
endogenous rent derived from the historical narrative they predict that
tight and centralized financial regulations might increase the risk of the
inflationary monetary policy.
Finally, in the last chapter, Petr Wawrosz from the University of Finance
in Administration in Prague, Czech Republic, discusses the relationship
between the “new consensus” in macroeconomics and inflation targeting.
His goal is to analyze the problems of the “new consensus macroeco-
nomics” (NCM) and inflation targeting with respect to the world eco-
nomic crisis. The NCM model for the open economy is introduced and
the issues of monetary and fiscal policy in this model are examined. The
special attention given to the countries with a small open economy, the
effectiveness of the given policies and the question as to what extent was
the reaction to the crisis of the European countries consistent with the
NCM type of models.
In the Epilogue Lubor Lacina summarizes the steps attempting to solve
the European financial and economic crisis up to date and discusses the
possible scenarios for the future.
But, indeed, future is always unpredictable and the law of unintended
consequences applies here more than anywhere else.
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1 Eurozone Crisis and Its Solutions:
Some Thoughts About Parallel
Currency Regime

Antonin Rusek
Susquehanna University

Selinsgrove, Pennsylvania, USA

1.1 Introduction

Current conventional thinking in Europe argues that there are only two
solutions to the Eurozone crisis – a debt monetization, or an Eurobond.
The first is illegal under the European law, the second is now illegal
under the German constitutional law. Moreover, an increased body of
thought inquires about the possibility of the Eurozone’s restructuring
– effectively implying that some countries leave the common currency
entirely.

All these “solutions” face seemingly unsurmountable obstacles. A mon-
etization of debts threatens the Northern Eurozone countries with what
they would consider an inflationary Armageddon. Eurobond (or any
form of the “joint and common” responsibility for the Eurozone’s coun-
tries debt) is unacceptable to the northern countries taxpayers, well
aware about their growing contingent liabilities for their own future pen-
sions and healthcare. And, indeed, it is argued that if a country would
leave the euro entirely, the resulting shock to the integrated Eurozone’s
financial system would have a significant and protracted negative effect
on all European economies.

One possibility, however, is seldom mentioned – that is, the possible in-
troduction of a second currency in the most affected countries, to be used
domestically alongside with the existing euro (hence the term “parallel”
or sometimes “dual” currency regime).

An introduction of the “dual” currency would facilitate a restoration
of competitiveness (as defined in the euro denominated costs – i.e. the
internal devaluation) while simultaneously mitigating the devastating
impact of current “austerity” arrangements on employment, standards

22 Part I — Chapter 1



of living and the political stability. Moreover, it could mitigate fiscal
stresses by generating some inflation tax revenue.

Indeed, for this to work a managed bankruptcy (i.e. the debt restruc-
turing) in at least some of the countries introducing the dual currency
regime might be necessary, reducing the present value of the euro denom-
inated liabilities to a serviceable level. That would undoubtedly affect
the creditors (Northern financial institution) but to a lesser and more
manageable degree (if done properly, in a cooperative manner) compared
to the case of the country outright leaving the Euro.

Existing discussions and ideas with respect to parallel and dual currency
regimes are reviewed in Section 1.2. Section 1.3 then constitutes the
analysis of the parallel currency idea as it may apply to current Eurozone
circumstances. Section 1.4 concludes.

1.2 Parallel Currency in History and the Economic
Thought

Parallel currency regime can be defined in general as the situation where
two or more currencies (or currency proxies), including monetary metals,
circulate simultaneously and fulfill one or more money functions in a
single legal jurisdiction (a state or a group of states).

Parallel currency regimes in the form of bimetallism (or multimetallism,
as was more often the case) dominated the world markets and economies
for the most of human history, effectively till the last third of the 19th

century. Several metals (and their combinations) were simultaneously
used for coinage and as a medium of exchange, store of value and often
the standards of deferred payments (or letters of credit for the long
distance trade as the case might be). The gold and silver dominated in
this regime, with copper coinage extensively used for local transactions
and other needs.

The causes for these “parallel currencies” regimes varied by countries and
regions. But in general a (hypothetical) “monometall” regime would fail
to provide a desired quantity of payments specie (i.e. the liquidity), both
for long distance exchanges (where both the gold and silver were used)
and local markets (where the copper coinage dominated). Problems
in this system stemmed from the changing relative market values of
the underlying monetary metals. But the lack of viable alternatives
maintained these regimes till the onset of the modern economy and often

Part I — Chapter 1 23



beyond. For the more detailed and penetrating discussion the interested
reader should consult, for example, Davies (2003), or Redish (2006).

The developments in techniques of government, accounting, banking and
credit management, together with a seemingly steady growth in the gold
supply and advancements in printing technologies resulted in the basi-
cally worldwide adoption of the monometallic, “gold” standard monetary
regime in the last third of 19th century. The important, even if often
overlooked characteristic of this regime is a widespread and expanding
use of paper banknotes and transferable bank balances in lieu of a direct
use of the monetary metal (gold) for all monetary functions. However,
in a gold standard regime these banknotes are redeemable for the gold
in predetermined ratios – which limits their issuance and (supposedly)
ensures the monetary stability. Banknotes here are simply more efficient
and convenient to use compared to gold coins and bars.

Gold standard, by tying the money supply to the supply of gold proved
to be too restrictive in the age of the full employment and the growth
oriented economic policies, especially when those policies were coupled
with the efforts to engineer the social and income redistribution re-
forms. Hence, it was eventually abandoned in favor of single fiat cur-
rency regimes on the nation state basis. The disappearance of any out-
side constraints on the money creation proved to be too tempting for
some governments, who found in a rapid monetary expansion an easy
answer to the contradictions and problems of domestic economic and so-
cial policies. The results were protracted inflationary waves (especially
in South America, but in Israel, Turkey and some other countries as well)
in 1970s, 1980s and 1990s. In this environment the fiat paper currency
in the affected countries rapidly became rather undesirable, especially in
its functions as the store of value and the standard of deferred payments.

As a response, the population in affected countries resolved (gradually)
to the use of foreign currencies as price standards, stores of values and
the standard of deferred payments, even if the domestic currency (to
a degree) preserved its role as means of exchange, but often using the
“grey” or black markets exchange rates. What developed was a “dual”
or “parallel” currency regime (albeit often of a doubtful formal legality),
known as the “dollarization” – i.e. the US dollar being used simulta-
neously with the domestic currency in several monetary functions in a
single country. The thorough survey of this process together with a
penetrating theoretical analysis can be found in Agenor (1992).
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The advent of globalization, which, among other things, forced domestic
political, economic and monetary reforms, halted the dollarization “ex-
periments”, even if in many countries the phenomenon itself was never
really reversed.

Besides those major episodes of parallel currency regimes in the world
economic history, one may mention some more limited, local episodes.
Most known is probably the so called Woergl Experiment. The Tyrolean
town of Woergl issued local “labor certificates” which were used to pay
local laborers wages and could be exchanged for local goods in local
stores. The experiment lasted in 1932 and 1933 and is credited with a
successful mitigation of a catastrophic impact of the great depression on
the town of Woergl and its vicinity. (For details, see Litaer, 2002.) It
is interesting to point out that the “Woergl Experiment” addressed the
shortage of liquidity in the local economy in the gold standard regime.
Experiment was concluded when the gold standard in Austria was aban-
doned and the liquidity in the “official” paper currency was restored.
Several similar experiments in a recent Greece experience are described
in Sotiropoulou (2010).

On the pure theory side, the feasibility of a parallel currency regime was
investigated by Camera, Craig and Waller (2003). Being purely theo-
retical, their model is only a highly stylized reflection of a very simple
economy. Nevertheless, they show the existence of a stable equilibrium
where two distinct currencies will be used simultaneously and their ex-
change rate will be market determined.

In the context of a current Eurozone problems the discussion of the
possible parallel currency regime solution(s) is (somewhat surprisingly)
rather meager. A parallel currency regime as the solution to the Euro-
zone’s problems was suggested by Goodhart and Tsomocos (2010), and
Butler (2011). The legal aspects of the problem were discussed by Thi-
effry (2011). Some of the ideas expressed by those authors will be dis-
cussed in the next part. However, at the time of this writing (October
2011), the author is not aware of any published academic or policy study
addressing the possibility of a parallel currency regime as the possible
answer to Eurozone’s problems.
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1.3 Eurozone’s Problem – Could Parallel Currency
Regime Help?

To answer the question in the subtitle above, it is necessary to specify
what is the nature of the “Eurozone Problem”. For many this answer
is simple enough – the unsustainable fiscal stands of some Eurozone
member countries, which resulted in the so called European sovereign
debt crisis. This situation is supposedly the consequence of the fiscal
autonomy of individual member states. This fiscal autonomy prevents
a centralized “European” fiscal solutions. The answer to the question in
the subtitle is then the Eurozone fiscal centralization – so called Eco-
nomic Government for Europe, which would enforce fiscal policy rules
continent-wide. Parallel currency regime is obviously irrelevant here.
However, this answer is simplistic, reflecting more desires of elites for
more “paneuropeanism” than the reality of the European political so-
cial and economic landscape. After all, both EU and especially the
Eurozone are primarily political creations, albeit couched and exercised
in mostly economic terms (Weigel, 2008). To define the Eurozone prob-
lems realistically, we have to connect the economic and political realities.
Pragmatism, not dogmatism is called for.

1.3.1 Eurozone’s Problems

In general terms, Eurozone’s economic problems can be traced to the
dynamic instability caused by the arrangement where the monetary pol-
icy is centralized (single currency controlled by a single central bank –
ECB), whereas the fiscal policy and the financial control and supervi-
sion of the private sector remains the domain of individual states. The
Eurozone’s establishment intended to deal with this issue by creating
the Stability and Growth Pact (SGP) which attempted to restrict the
general fiscal policy rules and positions (by specifying the maximum
permissible deficits and public debts) compatible with the goals of the
monetary policy and the common currency stability. The national au-
tonomy in the financial and regulatory areas was to be coordinated by
generally agreed EU directives.
Indeed, such an arrangement was (and is) unwieldy. It necessarily had
to rely on the willingness (and the ability) of national governments to
put the requirements of a common currency stable functioning over and
above of whatever national requirements (and political exigencies) may
be.

26 Part I — Chapter 1



(Indeed, SGP was “restructured” and in fact softened in 2005 when Ger-
many and France were unwilling to put the interest of the common cur-
rency – and hence a progressive integration – ahead of domestic political
“conditions”. Perhaps that is where the roots the current crisis lie?)

It is easy to criticize those arrangements, as many economists and Euro-
pean integrationist do. But one must always keep in mind that the EU
and the Eurozone are, first and foremost, political creations and as such
their “organization” is limited by what is politically possible. It should
be always stressed that both the EU and the Eurozone are the result
of intergovernmental treaties and therefore lack a direct democratic po-
litical legitimacy. The latter remains vested in national governments
of individual member states. And they are those states who transfer
parts of their executive and political powers to the EU and the Euro-
zone as the consequence of this legitimacy. The extend of those transfers
is determined by the Maastrich and Lisbon treaties and, for all practical
purposes, constitutes the maximum of governing powers the democrati-
cally legitimate national governments are willing to concede to the EU
and the Eurozone.

(One should remark here that, indeed, there are attempts – some even
successful – to circumvent the legal structure of the EU and Eurozone
treaties. The disregard for the “no bailout” rule is the glaring example.
But this sneaking EU and Eurozone centralization, conducted under the
excuse of an “economic emergency” has its limits. After all, the more
centralized EU was rejected by the French and Dutch referenda regarding
the so called “EU constitution” in 2005. And there is no political appetite
to return to this “idea” today.)

The current economic policy and decision making arrangements in the
EU and the Eurozone may be inefficient in the view of many economists
and Europeanist elites, but it is the maximum which is politically possi-
ble. Attempts to go beyond these arrangements for the sake of preserving
the present common currency arrangements threaten to unravel the basis
of the postwar European developments and prosperity.

Specifically, the recent discussion identified three areas where the Euro-
zone problems manifest themselves:

i) “Sovereign Debt” issues (sustainability and financiability) in some
(“southern tier”) countries

ii) Competitiveness problems in the same (“southern tier”) countries
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iii) Instability and undercapitalization of the banking sector Eurozone-
wide

All three are indeed interdependent. Their genesis and the role the
establishment of the common currency area played in their development
were discussed elsewhere (Matthes, 2009, DeGrauwe, 2011) and will be
not repeated here. However, we will address the dilemmas posed by the
proposed solutions.

1.3.2 Proposed Solutions to Eurozone Problems

In general there are two solutions suggested for the Eurozone problems.
One, as hinted above, and which command the majority of economists
and European elites opinions, is the fast progress toward the centraliza-
tion of economic decision making in the Eurozone, That is where the
intellectual underpinnings for concepts of “EU economic government”,
“Common EU (or the Eurozone) finance minister”, and so called “Eu-
robonds” come from. Alternatively, some people suggest a dissolution or
a territorial reconstruction of the Eurozone.

The centralization of the economic decision making in the Eurozone
would indeed solve the problems, assuming that the newly created “eco-
nomic” government would make reasonable decisions (a very strong as-
sumption indeed).

The centerpiece of this idea is the creation of some kind of a central
fund, guaranteed jointly and indivisibly by all Eurozone countries, which
would finance, at presumably low interest rates, the member countries
fiscal deficits (or parts thereof).

If designed properly, such a fund could mitigate the public financing
pressure on some states, providing either loans or guaranties to loans at
lower than market interest rates. However, to provide a dynamic stabil-
ity some stable predictability of the future fiscal dynamics is required –
otherwise the proposed fund would be just a maelstrom sucking in the
fiscally healthy countries eventually. That implies a commitment to the
future fiscal discipline from the Eurozone member countries. And the
experience with SGP teaches everybody that the more than an interna-
tional treaty with a meager enforcement mechanism is needed. Hence
the talk about the need for revisions of “European treaties”, aimed at
the establishing the EU “tzar” with the power to adjust national bud-
gets over the heads of national governments in a case the latter deviate

28 Part I — Chapter 1



from the agreed upon path. Applauded by Europeanist elites, such an
arrangement would effectively reduce the European countries to the posi-
tion of American states. 200 plus years of European history and national
emancipation would be thrown away.

Perhaps more importantly, a stability of the centralized fiscal stance
would require a convergence of tax systems, spending patterns and (im-
plicitly but nevertheless) the reforms and convergences of labor market
structures, pensions and healthcare arrangements. Given the rate of the
“progress” in those areas in the last almost 20 years (from the Maastricht
treaty establishing the European Union) one may assume that required
changes are beyond the existing political realities.

But without the establishment of the political structure democratically
accepted by the all participating countries, the fiscal (i.e. the economic)
government of the Eurozone is an illusion. Or worse, it is the mechanism
to transfer resources from the North to South, with no guarantee of
the future stable dynamics (that is the meaning of the German term
“transferunion”).

(One cannot escape the impression that the actually proposed solutions
to the Eurozone problems all operate on the hope that the world – and
especially American – economy will restore its dynamic growth starting
from 2012. If realistic, this would improve the Eurozone growth and
automatically mitigate the fiscal pressures. The proposed “centralist”
solutions are then designed to “calm down” the markets and hence to
reduce the risks of a financial collapse in some countries till the renewed
growth “takes care” of the problem. If this is the idea then the political
unfeasibility of proposed “centralist” solutions is irrelevant. It will never
need to be actually implemented. Well, this is what one European writer
(Wolfgang Munchau) calls “kicking the can down the road, but filling it
with a high explosive first. American term is “hopium”.)

The creation of a centralized fund to help recapitalize European banks
is a good, long overdue idea – for the future. (US FDIC structure could
serve as a guide). Indeed, the common currency and the transeuropean
banking sector do justify the common and centralized regulatory, su-
pervision and bank insurance agency. However, very little progress was
achieved in this area from 1999, mostly for political reasons. (Individual
Eurozone states consider the bank regulation, supervision and insurance
to be the national, not a “Common European” area.) Moreover, even if
a centralized solution is achieved for the future (with real powers), that
does not solve the current problem.
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A bank recapitalization on the individual, state by state basis would just
exacerbate a sovereign debt problem on the Mediterranean littoral (here
the Ireland’s situation may serve as the both example and warning). A
transeuropean solution would then require fiscal transfers of a magnitude
hardly politically acceptable to the northern “donor” countries.

Finally, the fiscal centralization, i.e. the creation of the “economic gov-
ernment”, would do very little (certainly in the short to medium term) for
what some consider the Eurozone’s dominant problem: the protracted
and increasing lack of competitiveness in some countries, especially on
the Mediterranean littoral (Greenspan, 2011, Hans-Werner Sinn, 2011).

Indeed, the protracted austerity (i.e. the economic growth below the
EU and the world rates) would eventually bring inflation and perhaps
wages in the Mediterranean littoral countries below the Eurozone av-
erage, reversing the existing 25–35% of the real appreciation compared
to Germany. However, the appreciation process took 10 years and the
real depreciation is unlikely to happen faster, to say nothing about the
domestic political sustainability. The deep and radical changes in la-
bor markets would accelerate the process, but again, who will introduce
and enforce those? The required degree of the political and economic
centralization in the Eurozone is not politically feasible today.

The converse of this situation, i.e. the protracted inflationary wave in
northern countries leading to a real appreciation there is equally polit-
ically impossible. Nobody in his right mind would expect the public of
northern Eurozone countries to accept the protracted inflationary Ar-
maggedon.

To summarize at this point, the institution of the real Eurozone economic
government, which would centralize the most of important economic pol-
icy functions and hence created an environment conducive to the solution
of the Eurozone crisis and the long-term stabilization of the single cur-
rency, is politically extremely unlikely. But without such a solution the
European crisis will simmer and perhaps accelerate. Where to? No-
body knows, but the thought about the either collapse or a substantial
restructuring of the Eurozone itself gained the currency and attention
recently.

The problem indeed is that nobody has an idea what either the collapse
or a substantial restructuring of the Eurozone would entail. The problem
is the financial sector integration in Europe – curiously enough the one
desired result of the common currency regime (assuming indeed that this
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regime is sustainable). Setting aside the legal considerations (undoubt-
edly important, but beyond the scope of this analysis), disentangling the
complex web of euro denominated financial assets and liabilities connect-
ing together Eurozone agents across national boundaries is considered a
daunting if not impossible task. And one sided solutions would certainly
inflict significant and probably cascading losses (even if the apocalyptic
estimates of some institutions like USB and HSBC should be dismissed of
hand as probably the crack induced fantasies). But anyway, the collapse
or even a substantial reconstruction of the Eurozone today is undesirable
and should be avoided if possible. . .

Indeed, Eurozone is in the situation where a possible economic solution
is not politically viable. This then makes the Eurozone’s collapse (or a
substantial restructuring) more likely. The fear of this event then pushes
Eurocrats toward “solutions” which exacerbate not only Eurozone’s dif-
ficulties, but increasingly pose threats to the overall architecture of the
EU itself.

Nevertheless the question remains: Given the constraints elucidated the
discussion above, is it possible to find a compromise solution which would
at least interrupt the relentless march toward the collapse?

1.3.3 The Parallel Currency Idea

The parallel currency regime simply means that a country (the Euro-
zone member) introduces the second currency (SC for short). On this
state territory the second currency will be available to perform the same
functions as the existing currency (the Euro), subject to regulations elab-
orated below. The use of this currency will be illegal outside the country
which issued it and in all contracts involving the non-residents.

The SC will be provided only to citizens and legal residents of the issuing
country. The use of such a currency by anybody else will be strictly
illegal anywhere, including the territory of the issuing country. The
relationship between SC and euro (the exchange rate) will be determined
by the markets.

On the technical side, the SC could be introduced by legislating that a
predetermined share of the domestic government expenditures will be in
SC, the rest in Euro. The same ratio should be applied to the redenomi-
nation of domestic debt being held by domestic entities. Simultaneously,
all domestic contracts (both private and public contracts where both

Part I — Chapter 1 31



parties are domestic entities) will have a defined minimum share to be
serviced in SC and the minimum share to be serviced in Euro. (Those
minimum shares should not sum up to 100%, creating a space for private
re-contracting.) Finally, the tax liabilities should be determined in both
euro and SC such that the tax liabilities in euro are sufficient to cover
newly defined euro based government expenditures and the required ser-
vicing of the domestic public debt in hands of foreign entities.

All contracts involving foreigners should be denominated and exercised
in Euros. Financial sector should offer deposits and loans in both euro
and SC, subject to restrictions elucidated above.

On the policy side, a hard constraint (a constitutional amendment?!)
should impose a balanced gross public accounts (including a debt service
to nonresident entities) in Euros. A public accounts denominated in SC
(both revenues and expenditure sides) should remain at the discretion
of the country’s government. The basic purpose of the parallel currency
regime (i.e. the introduction of the SC) is to eliminate the need for new
euro borrowings together with the creation of an environment conducive
to servicing the existing euro denominated claims. Hence the balanced
budget law elucidated above.

But the second purpose of introducing SC is to mitigate the negative (and
at least in the Greek case obviously counterproductive) impact of the
domestic austerity and the “internal devaluation” on both the economic
performance and increasingly the social and political stability of the SC
issuing country. Replacing the reduced and subsequently restricted euro
expenditures with SC expenditures, the euro accounts balance can be
obtained at lower social and political costs.

Moreover, as long as SC accounts are unbalanced (presumably in deficit,
otherwise the parallel currency exercise would be pointless) they must be
financed by money (SC) creation, triggering the inflation in SC denom-
inated prices. This should then lead to an increased private demand for
the euro as an inflation hedge, leading to the SC depreciation relative to
Euro. This should facilitate the reduction of the domestic “average” unit
labor costs. (Average in the sense of combining the euro denominated
labor compensation with the SC denominated labor compensation, the
latter expressed in Euros using (the presumably depreciated) SC ex-
change rate.)

Resulting restoration in competitiveness (a real depreciation based on
the ULC) should then improve a current account position, hopefully
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generating a surplus. This could be used to service the country’s existing
euro based commitments.

Through this process an introduction of the parallel currency regime
simultaneously improves the issuing country competitiveness (a prob-
lem ii) in Section 1.3.1 above, page 27), which is not addressed by a
centralization of Eurozone wide decisionmaking) and preserves the use
of the euro in the affected country.

As far as the “sovereign debt” issue is concerned, the parallel currency
regime as discussed above preserves all “outside” liabilities in their euro
denominations (i.e. no forced re-denomination – full or partial – here).
The design of the parallel currency regime, with its commitment to the
gross budgetary balance – i.e. the one which includes the “foreign” euro
debt servicing in full – should, in principle, answer the “sovereign debt”
concerns. This could be enhanced by stipulating that the “foreign” euro
debt service enjoys the “seniority” status as far as the euro based budget
expenditures are concerned. The logic here is that the “domestic” euro
based expenditures can be substituted for by SC expenditures if needed,
but foreign cannot.

In a case of some countries (Greece? Portugal?), the dynamic sustain-
ability of this arrangement could be enhanced by the ex ante (that is,
before the establishment of the parallel currency regime) public debt
restructuring. But, obviously, the details will depend on the actual sit-
uation and timing.

It is useful to point out that if handled properly, the parallel currency
regime(s) establishes the kernel of the “sovereign debt crisis” solvability
based on the existing (or, perhaps, only slightly altered) degree of fiscal
and economic decision making autonomy. No politically unpalatable
degree of economic centralization is required.

Finally, the issue of the bank recapitalization. Obviously, the country
introducing the parallel currency regime would recapitalize the domestic
banking sector in the new SC. The design of the parallel currency regime
as elaborated above (the “foreign” debt holdings issue) would by itself
lessen the “additional capital” need of foreign banks.

In this context, it is important to compare the costs of bank recapital-
ization under the parallel currency regime to the alternatives. Available
estimates indicate that the recapitalization costs under the current situ-
ation (either centralized or autonomous – i.e. country by country – solu-
tions) would exceed the parallel currency regime for the simple reason of
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a persistent uncertainty about the debt service capacity and willingness
of crisis countries to honor their obligations.

And, indeed, the costs of leaving the Eurozone entirely (and hence the
needs for bank recapitalizations under this scenario) are at this point
basically uncalculable. But given the collapse of the cross border debt
servicing under the euro exit and/or Eurozone restructuring scenario, the
bank recapitalization costs would exceed the same when debt servicing
is preserved – i.e. the parallel currency regime(s).

The discussion up to this point indicates that a parallel currency regime
in some countries could be a feasible way out from the ongoing Eurozone
crisis. But if it is so, why is it essentially ignored?

1.3.4 Cons of the Parallel Currency Idea

Objections and criticism of the above elucidated parallel currency regime
idea can be expressed in the four different areas.

First, many would consider the above suggested regime unwieldy, too
complicated and open to massive malfeasance. The actual system is
unlikely to be the incentives compatible and as a such may invite a
significant cheating and evasion. That relates especially to the “balanced
euro budget” provision and the restrictions limiting the use of the SC to
domestic residents only. In addition some may consider the complexity
of the system to be beyond the capacity of at least some governments to
implement.

This criticism may certainly be valid, but we will never know unless
we try. But to limit the negative possibilities, perhaps some EU wide
cooperative arrangement would help to enforce the parallel currency rule
and restrictions, especially as far as non-citizens and non-residents are
concerned (both individuals and firms).

Second important objection relates to the legality of the parallel currency
regime in the Eurozone member state. The current EU law, rooted in
Maastricht and Lisbon treaties, simply does not even contemplate a par-
allel currency possibility, making its introduction in any single country
in all probability illegal. However, the speed and frequency with which
both the EU as a whole and the ECB ignored the legal restriction im-
posed on them by communities treaties makes this objection to sound
hollow at best. And, indeed, one can imagine a quick approval for the
alteration of basic treaties which would preserve the fiscal and economic
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policy autonomy and simultaneously address – and significantly alleviate
– the “sovereign debt” crisis.

The third area of “resistance and resentment” to the establishment of the
parallel currency regime(s) is the fear that such a regime would be the
first step toward a country leaving and the Eurozone (eventually) disin-
tegrating. That is certainly possible, but whether it is realistic depends
on the actual design of the parallel currency regime. In the type of the
system elaborated above, where all “international” euro-based commit-
ments are preserved and so is the euro for a part of domestic transactions
and contracting, leaving the euro would be equally traumatic and only
slightly less costly under parallel currency regime as it would be today.

After all, the purpose of the parallel currency regime as suggested here
is to preserve the use of the euro (albeit with some limitations) and the
scale and the scope of the Eurozone in the face of the increasingly hostile
and threatening environment.

The last area of objections is purely political in nature, but it has to
be mentioned. Some individuals hope that a current crisis will lead to a
“more Europe”. The current crisis appears to them as an excellent oppor-
tunity for the accelerated economic and fiscal “integration” – removing
the powers of economic and fiscal policies from national governments
and centralizing them on the union level, under the control of “enlight-
ened” Europeanist elites. The solution of the current euro crisis which
would essentially preserve the current political arrangements is, indeed,
undesirable for those individuals.

1.4 In Lieu of Conclusion

The analysis indicates that the properly structured parallel currency
regime could provide a solution to the current Eurozone problems. In-
deed, as any realistically conceivable solution it is not “optimal” in the
purely economic sense. But its greatest strength is that it preserves the
current reality of the fiscal and economic decision-making decentraliza-
tion. After all, the Eurozone is the political arrangement, albeit the
one stated basically in economic terms. If the euro is to be preserved
its political base is necessary. Anything else is a fantasy – but the fan-
tasy with possibly extremely dangerous consequences. Europeans should
remember their history.
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2 Risks of Stagflation in the European
Economy in 2012 and 20131

Luboš Smrčka
University of Economics in Prague, Czech Republic

2.1 Introduction

2012 and 2013 will be very difficult years for the European economy, with
a long list of diverse risk factors threatening the region. We must expect
that separate events are very likely to exert a very strong influence over
each other, and one can assume that these influences will intensify, rather
than set off, each other. This article aims to assess the possibility that
the cumulative effect of these risk factors may lead to “stagflation”, i.e.
a combination of relatively high inflation and recession, which will, in
effect, result in unemployment rates that may exceed, even substantially,
the natural rate of unemployment.

Several past periods in specific countries or regions have been labelled
as periods of “stagflation”, a phenomenon that has been used to describe
US economy in nearly the entire 1970s and in 19812. What is interesting
in this respect is that despite displaying different symptoms to a consid-
erable degree, both these periods are deemed similar from the economic
perspective.

“Stagflation” as a phenomenon has been explained from various perspec-
tives. In this article, we will attempt to formulate a new definition
that would reflect the reality of today’s European economy more accu-
rately. Relying on the new definition, we will then assess various risks
currently observed in Europe, including, without limitation, the common
currency’s instability, the fact that although formally separated from the
Euro, the region’s other currencies are in effect and in absolute terms
strongly linked to the Euro, the demographic risks (that have already
1 This article forms one of the outputs of the research project of the Faculty

of Business Administration entitled “New Theory of Economy and Management in
Organizations and Their Adaptation Processes” under reg. No. MSM 6138439905.
2 The term “stagflation” is sometimes absurdly used to denote the Japanese econ-

omy after 1991, although this use is simply confusing – Japan at that time really was
a deflation economy.
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begun to exert some influence – although their effect will be felt for a
very long time, and the time when they assume a crucial role in the Eu-
ropean economy is far ahead of us). We will assess the risks of recession
and the issues of demand, debt (both sovereign and private) and some
other issues. We will also look at the development of the US economy
and the BRICS (Brazil, Russia, India, China, and the Republic of South
Africa) economies, and their effect on Europe. It will also be necessary
to address the effect of the continuing and rather intensifying regulation
on the increasing risk of stagflation.

We will attempt to discover correlations among these problems and the
mechanisms through which they will translate into the real economy.

On these findings, we will formulate our final conclusion to answer the
question whether the risk of stagflation in the European economic area
in the short and medium run is real, or not.

2.2 Defining Stagflation

First of all, we need to make clear what the term “stagflation” actually
stands to describe, i.e. what conditions must be met for us to label a spe-
cific period in the observed country or region as a period of stagflation.
It is generally known that “stagflation” is a combination of the words
“stagnation” and “inflation”. Therefore, it is assumed by definition that
the economic performance does not grow, or tends to drop, during pe-
riods of stagflation. The matter is clear3 in this respect because we
have become used to measuring economic performance in year-on-year
or shorter comparisons, primarily using the aggregate gross domestic
product. Following this tradition, it will be suitable to use this method4

in our case, too.

Using the term “stagflation”, we must also take account of the issue of
unemployment: the unemployment rate plays a very important role in
many stagflation approaches. These approaches use the term “natural
unemployment rate” – a very vague term that is not defined in the form
of a specific number as a general constant. Therefore, we will have to
ask what is the natural unemployment rate in the EU Member States
prevalent at the given time.
3 Rising prices accompanied by even larger economic recession have been called

“slumpface”.
4Despite all the doubts to what extent can the gross domestic product truly

quantify the performance of an economy.
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The definition of “natural inflation”, i.e. the level that must be exceeded
for inflation to be deemed “high”, also entails certain problems. The sci-
ence of economics often uses terms like “natural inflation” or “common
rate of inflations”; however, these terms have different contents in differ-
ent periods and different regions. To talk about stagflation in Europe at
the beginning of the 21st Century, we will have to define a rate of inflation
deemed “natural” or “expectable” for this precise time in history.

Having said that, the very first step that must be taken in this regard is
to analyse the two most frequently mentioned periods of stagflation and
discover the reasons why the US economy witnessed rising prices and
high unemployment, i.e. economic stagflation, in certain years5.

2.2.1 1970s in the United States

The Keynesian theory assumes that economic growth means two things:
reduced unemployment, and accentuated inflation tendencies. What en-
sues is the following inverse relation: low unemployment means high
inflation, and high unemployment thus brings low inflation. This is fully
in line with the Phillips curve (Phillips, 1958), formulated at the turn
of the 1950s and 1960s, which was taken very seriously by President
Nixon’s administration, as well as others. It was believed, in essence,
that a country could buy lower unemployment if it accepts the price of
higher inflation. “Stagflation” was first used by Iain McLeod, a British
politician, in a speech to the Parliament in 1965, and the newly coined
word soon caught on: as the 1960s progressed, situations that the ad-
vocates of the traditional Keynesian theory could not explain began to
occur with ever-increasing frequency. The correlation between inflation
and unemployment (or growth) in various countries did not develop as
assumed by the Phillips curve. Instead of dropping as unemployment
rose, prices did not even stagnate but kept rising, in some cases even
accelerating their rise.

In other words: stagflation had become a known phenomenon before the
combination of stagflation and inflation found its fullest expression in
the USA. However, the intensity of the US stagflation, which introduced
a period of ten years of economic hesitation, exceeded all prior cases
of stagflation, and, in addition, influenced the entire developed world
5 It must be noted that the stagflation hit more or less all the developed countries

in the 1970s; nevertheless, the United States were undoubtedly the centre of this
development.
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at the time and lead, in effect, to the oil crisis, which in turn further
accentuated stagflation tendencies.

Let us summarise the reasons that are usually blamed for making the
seventies so difficult for the United States.

Two fundamental reasons of the stagflation are usually mentioned. The
first is based on the idea that inflation has two components – real infla-
tion and inertial inflation. If the inertial inflation is too high, for instance
after a price shock, inflation tends to remain on the same inertial level.
Therefore, inflation does not cease to exist and is actually higher than
it would have been without this inertia even after the shock fades away.
This is also due to the fact that the price of labour is not created on
a clean (i.e. an auction) market, but on a market heavily distorted by
state regulation6 and by the influence of labour unions as an element
that strongly regulates the labour market environment. Therefore, the
price of labour does not respond to demand and supply in the same way a
commodity does on an auction market7. Due to inertial inflation, prices
may thus rise even as unemployment witnesses a rise or as the economy
enters a period of stagnation or even recession. The revised Keynesian
theory and the adjusted Phillips curve are derived from this idea.

State intervention and incorrect economic policy are the second tradi-
tional culprit. Rising monetary aggregates in the area of monetary policy
and the economic policy’s regulation of prices and the labour market may
lead to simultaneous rise of prices and unemployment.

Both these traditional reasons of stagnation have a shared component:
regulation. If we look at the course of the US stagflation in the 1970s, it
is hard to overlook certain correlation between regulatory measures and
the course of the stagflation. However, theory does not make a sufficient
distinction between two phenomena: regulation as a general measure
with principally the same impacts on all market participants, and in-
tervention, i.e. selective aid to specific enterprises or specific business
fields.

The relation between inflation and unemployment virtually copied the
Phillips curve during the entire sixties. Unemployment dropped from
6 For instance, the minimum wage and many other provisions common in devel-

oped countries.
7 To some limited extent, this also applies to the prices of goods and services,

which are also affected by certain administrative machine of corporations and do not
display behaviour common on an auction market. Nevertheless, these mechanisms
are undoubtedly vastly more flexible than the labour market mechanisms.
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about seven percent in 1961 to 3.5 percent in 1969. The gross domestic
product deflator rose from about one percent in 1961 up to five percent
in 1970. The decade that followed really saw no logical curve to speak
of whatsoever: the rebuttal of the Phillips curve reached its climax in
1975 with 8.5 percent unemployment rate and prices rising by almost
ten percent. Neither the eighties did much to confirm the validity of
the classic Phillips curve (Samuelson, 1989)8. What 1970 development
was so crucial that its effects defied any resolution in the decade that
followed?
The first culprit was the rising level of regulation as such: the second half
of the 1960s was primarily a time of significant interventions by the US
federal government in many fields of business, and this practice was re-
tained in the entire seventies. In principle, these interventions included,
without limitation, aids to specific corporations, e.g. aircraft manufac-
turers and primary and secondary sector producers, or interventions on
the road, railway and air transport market. A number of federal reg-
ulations, spanning from pharmacology to building project supervision,
gradually came to being. Apart from that, the government invested sub-
stantial funds in the military industry in relation to the Vietnam war,
or in the space programme, which yielded results in the form of the first
human landing on the moon. Investments and interventions have sub-
stantially changed the face of the US economy without anyone really
noticing. However, the rate of regulation witnessed unparalleled rise,
and the scope of the interventions went far beyond all prior experience.
The details of the aforementioned process are a matter for study of the
historians of economics. Nevertheless, its roots can be traced back, for
instance, to 1964, when Lyndon Johnson, enjoying a strong majority in
the Congress, pushed through Medicare as the basis of a state-funded
healthcare system (although the full objective has not been ultimately
achieved). The fact remains that Johnson made substantial effort to
primarily centralise the United States, which caused a number of diverse
disputes, power struggles, and faced opposition in many states of the
Union. Richard Nixon came with a plan of new decentralisation, but
was not really successful in his effort. Some monopolies and regulatory
systems that were impervious to the Republicans’ efforts to revise the re-
sults of the New Deal and the war economy were inherited from previous
years, especially from the WWII years and the first post-war years. Some
8 The relevant data can be found, for instance, in Economics by Samuelson and

Nordhaus (p. 342), which also describes the arguments and the defence of the revised
curve.
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of these regulations were revised exactly in the second half of the 1960s –
with some regulation programmes replaced by even worse programmes.
During Nixon’s first and his incomplete second presidency, Medicare ex-
penses and other direct transfers from the federal government to citizens
rose from 6.3 to 8.9 percent of the GDP. The volume of food subsidies
to citizens, for instance, rose from 6.6 billion dollars to more than nine
billion dollars in that time. These seemingly unimportant figures9 must
be seen in the context of the fact that the Vietnam war cost about 150
billion dollars, with more than one million of US soldiers deployed in
Indochina and in other backup areas abroad when Nixon assumed office.
The increase in transfers to the citizens and businesses, enormous for its
time, did not cause a dramatic growth of public deficit just because the
costs spent on defence dropped from 9.1 to 5.8 percent of the GDP in
the same timespan.

Nevertheless, the steep growth of unemployment from 2.5 percent in
1969 to five and then six percent in 1970 and 1971 was not accompanied
by decreasing inflation, which exceeded five percent per year throughout
these years.

The problem of the US economy, which started in 1970 and climaxed
several years later, was thus caused by a combination of multiple phe-
nomena, with the growing rate of regulation and state intervention in the
economy being the original and first trigger of events. However, the true
impulse for the real stagflation was, first and foremost, the departure
from the Gold Standard of 15 August 1971, which Nixon accompanied
by a series of tough regulations – not only did he refuse to exchange
Britain’s and France’s dollar reserves for gold in the US depositories,
but also introduced wage and price controls in an effort to tame infla-
tion in the USA.

The 1971 collapse of the Bretton Woods system was inevitable: during
the second half of the 1960s, the value of US gold reserves dropped from
25 billion to 10.5 billion dollars. The fast-growing economies, especially
the economy of the Federal Republic of Germany, sucked in enormous
investments, thus appreciating their currencies, which the dollar simply
could not withstand. The dollar witnessed an unusually fast depreciation
against other currencies: for instance, the 1969 USD-DEM exchange rate
was DEM 4 per dollar. Before the collapse of the Gold Standard, the

9 According to the “CPI Inflation Calculator”, nine billion 1971 dollars today yields
the purchasing power of 50.5 billion dollars. (The CPI Inflation Calculator is available
at the United States Department of Labor website at www.bls.gov/bls/inflation.htm.)
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dollar fell to DEM 3.66, falling to DEM 3.22 in response to the events
of August 1971, and then depreciating even further to DEM 2.83 per
dollar. The dollar again lost its value during the seventies and at the
beginning of the eighties: at the turn of the eighties and nineties, the
exchange rate was about DEM 1.8 per dollar. The depreciation of the
dollar and the quick appreciation of the Deutsch Mark against other
currencies, including the Pound Sterling or the Scandinavian currencies,
were the main reasons why the West German economy cooled down in
1971 and shortly afterwards and why the dynamic boom slowed down in
1973.

Although the US economy had never been a heavily export-oriented
economy, the departure from the Gold Standard and the adoption of the
floating exchange rates mechanism drove export tendencies and, on the
other hand, increased the prices of imports on the US market.

That is also why both oil shocks of 1973 and 1979 created strong im-
pulses for stagflation. As regards the first crisis, the formal impulse for
the Arab countries’ decision to cut down oil production by five percent
and, primarily, to impose an embargo on selected countries, was the
support and aid provided by these countries to Israel during the Yom
Kippur war. Nevertheless, technically, the embargo should not have had
devastating effects for the USA, although the prices of oil on the global
markets rose quickly10. However, the United States’ dependence on oil
imports only amounted to about one third of its consumption at that
time11, and its dependence on Arab oil was very small – the embargo
had a much greater economic impact on some European countries. Nev-
ertheless, the impacts of the oil crisis were aggravated by some steps of
the US Administration12, including, without limitation, the regulation
of petrol sales to citizens, and other price control attempts. This lead to
greater uncertainty of the consumer, which multiplied the effects of the
embargo – petrol shortages lead to lines in front of petrol stations, and
the government even attempted to introduce a rationing system. The
10 From three to five dollars per barrel and up to 12 dollars per barrel in 1974.
11 Nevertheless, it was known that the maximum production in the oil extrac-

tion areas known at the time was reached in 1971 due to existing oil reserves, and
increased productions could not be expected without further exploration and invest-
ments. However, this exploration and development was impossible with the price
of oil so fundamentally low. Therefore, the effort of the Arab countries has, among
other things, slowed down the growth of demand for oil, and motivated the developed
world’s increased effort in the area of production technology and exploration.
12 This was still Nixon’s administration, and later the cabinet of its Vice-President,

Gerald Ford.
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situation calmed down, at least in this area, in the second half of 1974
when this regulatory policy was abandoned. Subsequently, the rate of
inflation rose from six to ten, and later even to twelve percent13.

We could go on listing the reasons of the US stagflation in the 1970s and
detailing and analysing the steps that aggravated the combination of high
inflation and stagnation witnessed in the US at that time. Nevertheless,
the fundamental reasons remain clear:

• Significant increase in regulatory steps in the years leading to the
stagflation, and increased number of state interventions in the
economy, attempts to control prices and wages in the first stage
of the stagflation, which did reduce inflation in the short run, but
only intensified the inflationary pressures later.

• The fading economic growth impulses caused by the previous en-
gagement in the Vietnam war, dramatic scaling back of US pres-
ence in this conflict, and a vast reduction of war expenses.

• Departure from the Gold Standard, and thus the creation of space
for fundamental loosening of the government’s monetary policy,
loss of the currency’s purchasing power against other currencies of
business partners.

• External price shocks caused by reduced supply of oil, and the
ensuing demand pressure on prices.

• Inconsistent economic policy of the US administration at the time,
which mixed decentralisation efforts and planned economy ap-
proaches.

• Restriction on trade through the introduction of import premiums,
i.e. essentially the creation of customs barriers.

2.2.2 Rome, Year 200 AD

Nevertheless, the world economy witnessed a period of stagflation that
was much older and much longer than the US economy’s stagflation in
the 1970s – namely the last few centuries of the Western Roman Empire.
Of course, the sources available from that time are much less accurate
and incomparably less exact than the outputs of statistical offices in
the past century or two. Nevertheless, we can still formulate a number
of specific reasons that caused the stagflation in the declining Roman
13 For historical US inflation data, visit InflationData.com operated by the United

States Department of Labor
(http://inflationdata.com/Inflation/Inflation Rate/HistoricalInflation.aspx)
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Empire. An attempt to thoroughly summarise and analyse these reasons
was presented by Bruce Barlett in How Excessive Government Killed
Ancient Rome (Bartlett, 1989).

This text offers some fascinating insights. Relying on very trustworthy
sources, the text asserts, for instance, that14: “Beginning with the third
century B.C. Roman economic policy started to contrast more and more
sharply with that in the Hellenistic world, especially Egypt. In Greece
and Egypt economic policy had gradually become highly regimented, de-
priving individuals of the freedom to pursue personal profit in production
or trade, crushing them under a heavy burden of oppressive taxation, and
forcing workers into vast collectives where they were little better than bees
in a great hive. The later Hellenistic period was also one of almost con-
stant warfare, which, together with rampant piracy, closed the seas to
trade. The result, predictably, was stagnation. Stagnation bred weakness
in the states of the Mediterranean, which partially explains the ease with
which Rome was able to steadily expand its reach beginning in the 3rd

century B.C. By the first century B.C., Rome was the undisputed mas-
ter of the Mediterranean. However, peace did not follow Rome’s victory,
for civil wars sapped its strength.” We can undoubtedly find very inter-
esting similarities to the development in the United States and some
other countries after WWII, when a substantial part of the world either
opted for an explicitly planned economy, or at least made efforts to find
a “middle ground”, i.e. chose a “combined” economy.

Please take note of another element: the fact that this period was a time
of increasingly strong and significant regulation: “Under the dictatorship
of Sulla, the grain distributions were ended in approximately 90 B.C. By
73 B.C., however, the state was once again providing corn to the citizens
of Rome at the same price. In 58 B.C., Clodius abolished the charge and
began distributing the grain for free. The result was a sharp increase
in the influx of rural poor into Rome, as well as the freeing of many
slaves so that they too would qualify for the dole. By the time of Julius
Caesar, some 320,000 people were receiving free grain, a number Caesar
cut down to about 150,000, probably by being more careful about checking
proof of citizenship rather than by restricting traditional eligibility.” The
distribution of grain at a controlled price, and later eventually for free,
is also interpreted as a welfare measure of its kind and, above all, as a
form of pre-election populism, a social benefit granted to the majority.

14 This quote and the quotes below are taken from the aforementioned work by
Bruce Barlett.
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As indicated by the next quote, a similar approach had an increasingly
corrupting effect: “The distribution of free grain in Rome remained in
effect until the end of the Empire, although baked bread replaced corn in
the 3rd century. Under Septimius Severus (193–211 A.D.) free oil was
also distributed. Subsequent emperors added, on occasion, free pork and
wine. Eventually, other cities of the Empire also began providing similar
benefits, including Constantinople, Alexandria, and Antioch.”

Nevertheless, the Republic, and subsequently the early Empire, was
based on a dynamic development of Rome’s foreign trade, as illustrated
by the number of shipwrecks dating back to these “golden” ages of Rome
from the economic perspective. The economy probably witnessed its
first shock in 33 AD, when Emperor Tiberius ordered the enforcement
of the usury law (which had been valid for many years but had not been
enforced). The dramatic business development helped some classes and
specific individuals to amass substantial wealth in a short time; these
people possessed substantial capital and offered it to others for appreci-
ation. Tiberius attempted to stop this rising inequality and the creation
of new affluent classes by restricting their business, i.e. by regulation.
What followed was a financial crisis and shortage of cash on the mar-
ket after the owners of money withdrew from the market for fears of
restrictions. However, misguided economic policy, increasing regulation
and costly social policy, and a general rise in the costs of the state went
ahead anyway. The Empire stopped expanding, and its income thus
failed to rise, which should have triggered (but did not trigger) a change
in the fiscal policy of a state that had become used to ever-increasing
influx of incoming bounty. What changed, however, was the monetary
policy, and the currency, to date based on a guaranteed proportion of
gold or silver in each coin, began to be “counterfeited” by the emper-
ors themselves. The proportion of precious metals in issued coins was
decreasing, which was reflected in rising inflation. As the general dis-
content grew, so did the pressure for a general regulation of economic
life. It makes no sense to describe the development in its entirety, but
the following quote illustrates the problem rather well: “Despite the fact
that the death penalty applied to violations of the price controls, they
were a total failure. Lactantius, a contemporary of Diocletian’s, tells us
that much blood was shed over ‘small and cheap items’ and that goods
disappeared from sale. Yet, ‘the rise in price got much worse’. Finally,
‘after many had met their deaths, sheer necessity led to the repeal of the
law’.” As the years passed, the need for regulation went far beyond the
regulation imposed by the Communist regimes in Eastern Europe or in
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Russia in the second half of the 20th Century. The situation resembles
the alleged conditions in states such as North Korea, Cambodia under
Pol-Pot’s rule, or Cuba: “The result was a system in which individuals
were forced to work at their given place of employment and remain in
the same occupation, with little freedom to move or change jobs. Farm-
ers were tied to the land, as were their children, and similar demands
were made on all other workers, producers, and artisans as well. Even
soldiers were required to remain soldiers for life, and their sons com-
pelled to follow them. The remaining members of the upper classes were
pressed into providing municipal services, such as tax collection, without
pay. And should tax collections fall short of the state’s demands, they
were required to make up the difference themselves.”
It hardly makes sense to list further arguments. Nevertheless, let us
summarise the reasons of the phenomenon witnessed in the last centuries
of the Western Roman Empire, which we call, using the parlance of our
time, stagflation:

• The number of regulatory interventions in the economy rose sub-
stantially; free food market was curtailed through price controls
in favour of some customers, with grain and subsequently other
products distributed for free later on. People were deprived of the
right to choose their occupation freely.

• The Empire reached the maximum of its expansion, which limited
further income of the state budget, and the state was unable to
respond by cutting costs – partly because it needed to finance its
military, partly due to the ever-increasing welfare costs.

• The currency was stripped of its “golden” or “silver” standard, i.e.
depreciated by ever-increasing issues of new money that was not
covered by goods.

• The economic policy witnessed substantial fluctuations, and the
fluctuation cycles were getting shorter. In the times of the Re-
public and in the early Empire, the cycles of legible policies lasted
for decades; they began to shrink dramatically from about 100
AD, and later the emperors ruled for single years, sometimes even
months. However, their economic concepts differed substantially.

• The Empire faced ever-increasing external pressure, to a large de-
gree due to the increasing aggression in the border regions, but re-
stricted trade, i.e. export of Rome’s problems beyond the Empire,
also played a role – the trade was curtailed, among other things,
by the low quality of the currency and by various administrative
barriers and customs measures.
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2.3 A Mere Coincidence?

Making a direct comparison between the fundamental features of the
two historical cases, one preceding the other by about 1700 years, we
will find a disturbing similarity: many aspects are identical, and many
others can be interpreted as essentially identical. Nevertheless, what is
alarming is that at least in this somewhat vague verbalisation, we will
find a number of similarities to the current development in the European
Union, as well.

A plethora of new regulatory measures is being adopted in Europe (just
like the United States and other developed countries) today. And sim-
ilarly to the United states in the 1970s or to the Roman Empire in the
2nd to 4th Century AD, these regulatory measures are justified by the
interests of the “majority” – restrictions are being imposed on bank fees,
investment opportunities; antitrust laws and air pollution laws have been
put into place, minimum wage has been adopted (which, in principle, is
similar to mandatory occupation succession in male-line descent); hun-
dreds and thousands of restrictions of increasing power are imposed on
human decision-making, regulations are adopted to curtail business en-
deavour etc. Looking back at the few past decades, we can say that
the number of these regulations has been rising continuously, eventually
multiplying during the crisis of 2008 through 2010.

All this is happening while the expansion of the “developed countries” has
apparently came to an end: it is impossible to imagine these countries
expanding their territories today; in addition, they are facing the hard
pressure of a population crisis – they are running the risk of a true,
absolute population decrease in a few decades’ time (Smrčka, 2011).
This has already entailed, and will continue to entail in the future, a
factual decrease of tax income.

We have also witnessed unparalleled rise of another phenomenon that
has not yet been mentioned: a striking differentiation of income, and
with it the standard of living. With some overstatement, we can say
that something similar could be observed in the Ancient Rome and in
the United States at the turn of the sixties and seventies: the standard of
living of the richest and affluent groups dramatically pulled apart from
the lower middle classes and the poorest segments of the population.
We mostly understand this phenomenon as a social or sociologic one;
nevertheless, it clearly is important in economic terms, too – at least by
structuring consumer demand in a substantial manner and by parcelling
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the formerly more homogenous markets with many types of goods into
multiple markets that, while still formally markets with the goods of the
same denomination, they are markets on which the price and quality
are worlds apart. Taking the liberty of using a somewhat literary over-
statement, the economic segregation of today’s society seems to resemble
French feudalism rather than a democratic company of equal citizens.

Looking for a similarity in terms of the “Gold Standard”, we must re-
alise that this standard has ceased to exist decades ago. Therefore, it
is now impossible to find a shock similar to the currency depreciation
in the Western Roman Empire or the fall of the Bretton Woods system.
However, currencies are now facing an essentially uncontrollable expan-
sion of “quasi-money”, i.e. money that come into existence through bank
operations and various derivatives to financial and other products. Any
factual control over the quantity of money in circulation has ceased to
exist. This opens more and more space available for inflation – it is im-
portant that this has been occurring without this inflationary tendency
having any real or even direct relationship to unemployment. The sit-
uation is aggravated by the policies adopted by the countries that have
tried to stimulate their economies through budget deficits or by printing
new money.

The stability of democratic governments in developed countries is in dan-
ger. Here, too, one can find similarity to the events in the Ancient Rome
and, with some exaggeration, to the breakthrough years in the United
States that gave us desegregation on one hand, and Watergate, probably
the biggest scandal in US political history to date, on the other. Look-
ing at the present developments, we can firstly see that the frequency of
government shifts is increasing, and the economic visions offered by the
main political movements have been diverging with increasing intensity.
The problems of the present world and the consequences of globalisation
have been so dramatic that even moderate political movements cannot
find common ground sufficient to take on a consensual economic policy.
In other words, the speed of the shifts in the developed countries’ eco-
nomic policies follows the speed with which their societies replace their
political representatives.

Secondly, we see extremist solutions on both sides of the political spec-
trum gaining momentum, which has triggered further distinctions be-
tween the political movements that have been traditionally more bal-
anced. For instance, US conservatives must inevitably move “to the
right” under the influence of the Tea Party movement, while the Demo-
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crats will use “more leftist” arguments in an effort to gain the protest
votes of the “Occupy Wall Street” supporters.

The similarities between the Ancient Rome in the years 100 through
450 AD, the 1970s in the USA and the present situation are not a mere
coincidence but the effects of the unforgiving logic of each development of
events. What we see are similarities and identical mechanisms in action.

2.4 European Reality of Our Times

Of course, all this does not mean that the developed countries are bound
to collapse just like the Western Roman Empire did. The cornerstones
of our civilisation have been solid so far, and the society has shown some
ability to defend itself. The question is whether that’s enough. If we
were to look for a political difference between the Ancient Rome and
Washington in 1973, we will find a clear one: democracy has shown that
it is able to purge, to resolve its problems. The Roman tyranny did not
have, and could not have had, this ability. Whether the present society
will find the ability to cope with its crisis and find a democratic and
free-minded resolution still remains to be seen.

However, the key issue of the European economy in late 2011 is the anal-
ysis and decision whether the Union will or will not go trough a period of
stagflation, i.e. a period of relatively high inflation combined with stag-
nating economy, expressed primarily by the unemployment rate. The
answer has, in addition to its economic dimension, a very important po-
litical dimension, which can be formulated as an exceptionally burning
question: Can the societies of developed countries, having hardly ab-
sorbed the unpleasant experience of the 2008 through 2011 crisis, with-
stand further psychological pressure and another period in which these
states will potentially have to deal with high unemployment and sub-
stantial inflation, i.e. a likely drop in their standards of living?

We can in no case forget that we live in a time of the greatest debt crisis
ever experienced in known history, a crisis caused by the debts of gov-
ernments, municipalities, governmental institutions, towns, families, and
in many countries by the highest debt of private businesses in (modern)
history.
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2.4.1 Economic Conditions for Stagflation

So far, we have found many similarities among the situation of the West-
ern Roman Empire, the United States in the 1970s and our European
presence – however, these similarities were found primarily in simple,
descriptive terms. To assess the real risks of a stagflation, we must work
with real data, especially inflation and unemployment data.

The stagflation potential in the United States was convincingly sum-
marised by Ronald McKinnon (professor of economics at the Stanford
University) in its text for the Wall Street Journal (McKinnon, 2011),
among others. Similar texts about the situation in Europe were pub-
lished, for instance, in the Financial Times and in other reputable and
important daily newspapers. As we can see, the discussion of this issue is
not entirely new, and the predominant opinion expressed in these works
of popular journalism is that the upcoming years (2012 and 2013) will
form a period of stagflation.

However, the real statistical data of European countries do not provide
any dramatic evidence confirming this view. Let us start by looking
at the “misery index”, i.e. a simple sum of the rates of unemployment
and inflation in the given period. If we took the Phillips curve word for
word, this index should in principle remain on the same level at all times
(with some oscillation, of course), as rising inflation would be offset by
dropping unemployment etc. Of course, this is a far cry from the reality.

The chart clearly shows the 2011 trend: the sum of the rates of inflation
and unemployment closes in on the level prevalent at the beginning of
the 1990s in the United Kingdom and in the 1980s in the United States.
Figure 1 matches the level shown by both countries in mid-seventies after
the first oil crisis faded away. The chart ends with the first quarter of
201115. Further data is shown in the table that follows.
15 It is necessary to point out one of the problems associated with the “misery

index” and its practical application: various unemployment and inflation indicators
are quite often used. As regards unemployment, we have, above all, the harmonised
unemployment rate used by Eurostat. In addition, various national statistics are used.
For instance, the harmonised unemployment rate in the Czech Republic reported in
August 2011 reached 6.7 percent; nevertheless, the Czech Statistical Office published
the figure of 8.2 percent for the same period of time. Inflation data is riddled with a
very similar problem: in addition to various methodologies, the specific approach to
measuring inflation must be clearly identified, i.e. whether the inflation rate is based
on year-on-year data (i.e. the month or quarter compared to the same month or
quarter a year earlier), or compared to the previous period, or whether it represents
the average rate for a specific period etc. Therefore, if we look at the “misery index”
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Figure 1 Misery index for the USA and the United Kingdom
Source: Markit Economics.

As we can see, the misery index has been slowly rising in the European
countries, adding about one percentage point between October 2010 and
September 2011. This is given primarily by the rising inflation, which
has witnessed a relatively robust growth and can be blamed for the en-
tire growth of the index on the European level, with inflation dropping
ever so slightly when taking Europe as one whole. In any case, the rise
in inflation exceeds the reduction of unemployment, and without having
the luxury of a long-term view of this data in the mutual correlations in
the context of the European Union, we can claim that the importance of
the rising inflation has been higher, and its influence on the national eco-
nomies much stronger, than the decreasing unemployment rate. In most
states, the decrease has been marginal, or non-existent in some states,

throughout certain periods of time, we must clearly identify the data from which the
final figures were derived. Therefore, it is not suitable to compare two time series of
the index if they have been obtained from different sources.
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Country 
Inflation Unemployment Misery index 

10/2010 09/2011 10/2010 08/2011 10/2010 09/2011 

Euro 17 1.9 3.0 10.2 10.0 12.1 13.0 

EU 2.3 3.3 09.7 09.5 12.0 12.8 

Czech Republic 1.9 2.1 06.9 06.7 08.8 08.8 

Germany 1.6 2.9 06.7 06.0 08.3 08.9 

Greece 4.8 2.9 14.2 17.5 19.0 20.4 

Spain 2.3 3.0 20.6 21.2 22.9 24.2 

France 1.8 2.4 09.7 09.9 11.5 12.3 

Italy 1.9 3.6 08.5 07.9 10.4 11.5 

Hungary 4.0 3.7 11.1 10.3 15.1 14.0 

Slovakia 1.0 4.4 14.2 13.4 15.2 17.8 

United Kingdom 3.3 4.6 07.8 08.2 11.1 12.8 

 
Table 1 Rate of Inflation, Unemployment and Misery Index

in selected countries
Source: Eurostat, http://epp.eurostat.ec.europa.eu/tgm/table.do?tab=
table&language=en&pcode=teilm020&tableSelection=1&plugin=1,

http://epp.eurostat.ec.europa.eu/tgm/refreshTableAction.do?tab=table&
plugin=1&pcode=teicp000&language=en.

while unemployment has been still rising in some economies despite the
rising consumer prices.
Looking at Table 1, we can see that some countries truly face the threat
of stagflation – certainly United Kingdom, along with Slovakia, France
or Spain. The data for the entire European Union and for the entire
Eurozone essentially show a dynamic rise of inflation and a very slow
decrease of unemployment. However, can these signs, i.e. the fact that
the macroeconomic data of some specific countries truly show signs of
stagflation and that unemployment in the entire EU does not drop fast
enough to offset the rise of inflation – justify any general conclusions for
Europe as a whole? Probably not.
There are several reasons why the risk of stagflation – regardless of the
fact that it has been very strongly accented in some media and in aca-
demic circles – cannot be deemed a factual and urgent threat at the
moment.
First of all, inflation is a monetary phenomenon – therefore, there is a
substantial difference between the Eurozone and the rest of Europe, in-
cluding EU Member States. The key difference is the diversity of policies
and the number of economic policy tools in the hands of the countries in-
side and outside the Eurozone. Second, it is crucial that we can hardly
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speak of stagflation where the total unemployment rate and the rate
of inflation are relatively low. The stagflation periods in the Ancient
Rome and, primarily, in the 1970s’ United States were characteristic for
dynamic depreciation of money (in Ancient Rome, inflation in many pe-
riods reached tens and sometimes even hundreds or thousands of percent
each year, while the inflation in the 1970s’ United States reached tens of
percent annually). This is not the present case: although inflation has
risen, it is still in low single-digit numbers, well below five percent.

The case is similar with unemployment. In the Western Roman Empire,
the unemployment rate may have reached dozens percent of employable
workforce, despite the fact that the Empire was in a state of constant war,
and the military drew away substantial portion of employable workforce.
The US unemployment rate tripled between the end of the sixties and
mid-seventies from less than four percent to well beyond ten percent.
Neither Europe as a whole nor the Eurozone are facing such prospects,
or at least this development cannot be assumed based on the current
data and knowledge.

We can interpret all this as follows: there certainly are some stagfla-
tion pressures in Europe that are even reflected in the real economic
development figures. In qualitative terms, the parameters of stagflation
have been met, admitting – with some overstatement – that prices have
been rising and the unemployment has been rising or stagnating in 2011.
Nevertheless, these signs have been very small in quantitative terms: the
rates of inflation and unemployment are substantially lower than those
witnessed in the historical periods labelled as periods of stagflation.

2.5 Conclusion

In light of the foregoing, it seems that we cannot support the notion that
Europe as a whole is under a threat of stagflation, at least not in the
true sense of the word. Although the term has been used by important
economists and investors, the quotes must be seen in the context of
the media in which they were uttered, i.e. in the context of popular
journalism.

In addition – although stagflation is a somewhat mysterious economic
phenomenon that combines rising inflation with rising unemployment,
we will probably reserve the term to identify more distinctive periods in
which the rise in prices and in the number of people without jobs is still
much higher than what we’re witnessing in Europe at this time.
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Nevertheless, we cannot ignore the fact that the potential for this stagfla-
tion does exist, and is even implied by some statistics. And we must not
ignore the fact that the future development can and is likely to be increas-
ingly influenced by the debt crisis, the effects of which, when combined
with stagflation trends, are very hard to predict. Of course, the need
to repay debts and limited lending opportunities should in theory play
against the potential stagflation; however, the current economic situation
is very unclear, and various phenomena are appearing in correlations that
were formerly unheard of. Moreover, the rising inherence of the states
in the economy may cause many complications that are now hard to
predict. It is apparent that similarly to the responses to the terrorists
attacks of 11 September 2001, which have reduced civic comfort and,
to some degree, curtailed citizen rights and, above all, some freedoms,
the responses to the 2008 through 2010 crisis have reduced economic
freedoms, increased regulation and strengthened the role of the state in
economic policymaking. We can observe many efforts to pursue further
and deeper regulations that can be deemed adequate (Matis, Strouhal,
Bonaci, 2009), and many efforts that cannot yield any benefits in the
long or even short run – such as the proposal of the European Com-
mission to regulate the publishing of the rating agencies’ ratings, which
the popular media have labelled as the Brussels institutions’ attempt to
introduce censorship.

As we can see, the defining feature of the situation in Europe today is
that it is unclear. The lack of clarity increases the weight of the risks,
because the threat that a risk will be overlooked or underestimated gets
serious exactly when the situation is unclear. That is why stagflation is
not a phenomenon we should ignore, although the risk of stagflation is
relatively low at this time.
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3 Monetary and Fiscal Policies in
a Dynamic Game Model of the EMU

Dmitri Blueschke, Reinhard Neck
Klagenfurt University, Austria

3.1 Introduction

As a consequence of the recent financial and economic crisis, the “Great
Recession”, many countries found themselves in the uncomfortable situ-
ation of rising public sector deficits and debts due to expansionary fiscal
policies enacted during the crisis to reduce the loss in output and em-
ployment. In most cases, those countries which entered the crisis with
a lower stock of government debt had fewer difficulties in maintaining
macroeconomic and political stability than those which already had a
high burden of public debt before the crisis. Greece, for example, is
now at the forefront of the countries threatened by bankruptcy. Other
countries are about to follow and the idea of splitting up the European
Economic and Monetary Union (EMU) into a “core” of fiscally sound and
a “periphery” of unstable states is prominent in the media and among
politicians.

Greek bonds are rated ‘CC’, ‘CCC’ and ‘Ca’ by S&P’s, Fitch and Moody’s
respectively. The ‘CCC’ rating of Greek bonds by S&P’s is now the low-
est in the world. The last bail-out package for Greece by the troika
of IMF, European Central Bank and European Commission includes a
“haircut” (debt reduction) of 50% by the banks. There is a long discus-
sion about the costs of such a “haircut” for the economy (e.g., Bulow and
Rogoff (1989); Panizza et al. (2009)). A key question is whether financial
markets “forget and forgive” the “haircut” or rather how soon they do
so and admit access of the country that has defaulted. In this chapter
we assume an overall 40% “haircut” for the entire “periphery”, of which
three quarters are paid by the governments (the taxpayers) of the “core”.
Due to the high level of the “haircut”, financial markets punish this event
by a non-negligible risk premium (Cruces and Trebesch (2011)).

In this text we will consider the impact of a negative demand shock, the
resulting problems for government debt and the consequences of a “hair-
cut” for the monetary union. We use a small macroeconomic model of an

Part I — Chapter 3 57



asymmetric union consisting of two countries or blocs. As in the EMU,
national currencies and national central banks are completely replaced
by a common currency and a common central bank, which implies that
the exchange rate is no longer available as an instrument of adjustment
between the members of a monetary union. The two blocs are a “core”
and a “periphery”, distinct in terms of the initial levels of public debt and
budget deficit and correspondingly different policy objectives. We inves-
tigate how a negative demand shock of approximately the size of the one
which led to the “Great Recession”, and a “haircut” for public debt affect
the main macroeconomic variables in the union under different policy
arrangements. A no-policy scenario assuming no active role for either
fiscal or monetary policy is contrasted with scenarios of noncooperative
(not coordinated) and cooperative (coordinated) macroeconomic poli-
cies. The main trade-off in this model occurs between output and public
debt, and the way in which this conflict is resolved is what distinguishes
the different scenarios considered. Although our model is only a distant
approximation to the actual monetary union of the Euro Area, we intend
to derive results which are relevant for the current situation in Europe by
outlining some essential features of policy design in a monetary union.
Following the approach of quantitative economic policy, we regard dy-
namic macroeconomic policy making in a single country as an optimum
control problem with respect to a single national policy maker’s objec-
tive function. As we are dealing with open economies, the interaction
of several decision makers with conflicting objectives constitutes an es-
sential element of the policy making process. Different policy making
institutions, which are responsible for specific policy instruments, often
differ with respect to their preferences. More important, conflicts arise
between policy makers from different countries, who primarily pursue
their own national interests and do not care about the spillovers of their
actions to other countries. These conflicts can best be modeled by using
concepts and methods of dynamic game theory, which has been devel-
oped mostly by engineers and mathematicians but has proved to be a
valuable analytical tool for economists, too (see, e.g., Başar and Olsder
(1999), Petit (1990), Dockner et al. (2000)).
Dynamic games have been used as models for conflicts between monetary
and fiscal policies by several authors (e.g. Pohjola (1986)). There is also
a large body of literature on dynamic conflicts between policy makers
from different countries on issues of international stabilization (e.g. Miller
and Salmon (1985)). Both types of conflict are present in a monetary
union, because a supranational central bank interacts strategically with
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sovereign governments as national fiscal policy makers in the member
states. Such conflicts so far were analyzed using either large empirical
macroeconomic models (e.g. Haber et al. (2002)) or small stylized models
(e.g. van Aarle et al. (2002), Neck and Behrens (2009)). In the present
text we add to this an analysis of the consequences of asymmetry with
respect to the initial level of government debt and of a debt reduction
for the “periphery” bloc, a problem of obvious practical importance in
the context of the current situation of the EMU.

Dynamic game models are usually too complex to allow for an analytical
solution, hence numerical solutions or approximations are generally the
only tool available. Here we use the OPTGAME algorithm (Behrens and
Neck (2003), Blueschke (2011)) to analyze a macroeconomic policy prob-
lem for a two-country asymmetric monetary union. The OPTGAME
algorithm delivers approximate solutions of dynamic games with a finite
planning horizon for discrete-time nonlinear-quadratic difference games,
i.e. games with quadratic objective functions and a nonlinear dynamic
system. We apply OPTGAME to calculate the noncooperative feedback
Nash equilibrium solution and a cooperative Pareto-optimal solution for
our model of an asymmetric monetary union. In spite of the simple
character of the model, we can shed some light on current sovereign
debt problems in Europe by comparing and interpreting results from
this modeling exercise.

3.2 The Model

For our study we use an extended version of the MUMOD1 model as
presented in Blueschke and Neck (2011). This is a simplified macroe-
conomic model of a monetary union consisting of two countries (or two
blocs of countries) with a common central bank. We do not attempt
to describe a monetary union in general or the EMU in every detail.
Instead, the aim is to introduce a model which can help to analyze the
interactions between the governments of the two countries (fiscal policy)
and the common central bank (monetary policy) in a monetary union
when confronted with exogenous shocks on the whole system. Special
attention is paid to the problem of containing public debt in a situation
that resembles the one currently prevailing in the European Union.

Variables are denoted by Roman letters and model parameters are de-
noted by Greek letters. Capital letters indicate nominal values, while
lower case letters correspond to real values. Three active policy makers
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are considered: the governments of the two countries (blocs), respon-
sible for decisions about fiscal policy, and the common central bank of
the monetary union, controlling monetary policy. The two countries are
labeled 1 and 2 or “core” and “periphery” respectively. The idea is to cre-
ate a stylized model of a monetary union consisting of two homogeneous
blocs of countries, which in the current European context might be iden-
tified with the stability-oriented bloc (“core”) and the bloc of countries
with problems due to high public debt (“periphery”). Of course, in Eu-
rope neither of these two blocs is homogeneous in terms of its economic
structure or the fiscal policies which are pursued, nor is the distinction
between “core” and “periphery” as clear-cut as assumed here. Neverthe-
less, some insights relevant to current macroeconomic problems in the
EMU can be obtained from the model.

The model is formulated in terms of deviations from a long-run growth
path and exhibits some Keynesian features of goods and financial mar-
kets. The goods markets are modeled for each country by a short-run
income-expenditure (goods market) equilibrium relation (IS curve). The
two countries under consideration are linked through national goods mar-
kets, namely exports and imports of goods and services. The common
central bank decides on the prime rate, a nominal rate of interest under
its direct control (for instance, the rate at which it lends money to pri-
vate banks), and can influence the linked goods markets in the union in
this way.

Real output (or the deviation of short-run output from a long-run growth
path) in country i (i = 1,2) at time t (t = 1, . . . , T ) is determined by a
reduced form demand-side equilibrium equation:

yit = δi(πjt − πit) − γi(rit − θ) + ρiyjt − βiπit + κiyi(t−1) − ηigit + zdit, (1)

for i ≠ j (i, j = 1,2). The variable πit (i = 1,2) denotes the rate of
inflation in country i, rit (i = 1,2) represents country i’s real rate of
interest, and git (i = 1,2) denotes country i’s real fiscal surplus (if neg-
ative, its fiscal deficit), measured in relation to real GDP. git (i = 1,2)
in (1) is assumed to be country i’s fiscal policy instrument or control
variable. The natural real rate of output growth, θ ∈ [0,1], is as-
sumed to be equal to the natural real rate of interest. The parameters
δi, γi, ρi, βi, κi, ηi, i = 1,2, in (1) are assumed to be positive. The vari-
ables zd1t and zd2t are non-controlled exogenous variables and represent
exogenous demand-side shocks in the goods market.
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For t = 1, . . . , T , the current real rate of interest for country i (i = 1,2)
is given by:

rit = Iit − π
e
it, (2)

where πeit (i = 1,2) denotes the expected rate of inflation of country i
(i = 1,2) and Iit denotes the nominal interest rate for country i (i = 1,2),
which is given by

Iit = REt − λigit + zhpit, (3)

where REt denotes the common (union wide) nominal rate of interest
determined by the central bank of the monetary union (its control vari-
able). λi is a risk premium for country i’s fiscal deficit, i.e., country i’s
nominal rate of interest increases by λi percentage points for each per-
centage point of the real fiscal deficit-to-GDP ratio; λi is assumed to be
positive. This allows for different nominal (and a fortiori also real) rates
of interest in the union in spite of a common monetary policy due to the
possibility of default or similar risk of a country (a bloc of countries) with
high government deficit (and debt). zhpit is an exogenous variable which
models an additional risk premium after a “haircut” occurs (a “haircut
penalty” by financial markets).

The inflation rates for each country i = 1,2 and t = 1, . . . , T are deter-
mined according to an expectations-augmented Phillips curve, i.e. the
actual rate of inflation depends positively on the expected rate of infla-
tion and on goods market excess demand (a demand-pull relation):

πit = π
e
it + ξiyit + zsit, (4)

where ξ1 and ξ2 are positive parameters. zs1t and zs2t are non-controlled
exogenous variables and represent exogenous supply-side shocks such
as, for instance, oil price increases, introducing the possibility of cost-
push inflation (which is not investigated in this chapter). πeit (i = 1,2)
denotes the rate of inflation of country i (i = 1,2) expected to prevail
during time period t, which is formed at the end of time period t −
1, t = 1, . . . , T . Inflationary expectations are formed according to the
hypothesis of adaptive expectations:

πeit = εiπi(t−1) + (1 − εi)π
e
i(t−1), (5)

where εi ∈ [0,1] for i = 1,2 are positive parameters determining the speed
of adjustment of expected to actual inflation.
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The average values of output and inflation in the monetary union are
given by

yEt = ωy1t + (1 − ω)y2t, ω ∈ [0,1] (6)

πEt = ωπ1t + (1 − ω)π2t, ω ∈ [0,1] (7)

The parameter ω expresses the weight of country 1 in the economy of
the whole monetary union as measured by its output level. The same
weight ω is used for calculating union-wide inflation in equation (7).
The government budget constraint is given as an equation for government
debt of country i (i = 1,2):

Dit = (1 + ri(t−1))Di(t−1) − git + zhit, Di0 given, (8)

where Di denotes real public debt of country i measured in relation to
real GDP. No seignorage effects on governments’ debt are assumed to be
present. zhi denotes an exogenous “haircut” on the public debt.
As for the objective functions of the policy makers, we assume both na-
tional fiscal authorities to care about stabilizing inflation, output, debt
and fiscal deficits of their own countries at each time t. This is a policy
setting which seems plausible for the real EMU as well, with full employ-
ment (output at its potential level) and price level stability (no inflation)
expressing country (or bloc) i’s primary domestic goals, and government
debt and deficit expressing its obligations from the Maastricht Treaty
and the Stability and Growth Pact of the European Union. The com-
mon central bank is interested in stabilizing inflation and output in the
entire monetary union, taking into account also a goal of low and stable
interest rates in the union.
We assume quadratic loss functions to be minimized by each decision
maker (player). Hence, the individual objective functions of the national
governments (i = 1,2) and of the common central bank are given by

Ji =
1

2

T

∑
t=1

(αiy (yit − ỹit)
2
+ αiπ (πit − π̃it)

2
+ αiD (Dit − D̃it)

2
) +

+
1

2

T

∑
t=1

(αig (git − g̃it)
2
) , (9)

JE =
1

2

T

∑
t=1

(αEy (yEt − ỹEt)
2
+ αEπ (πEt − π̃Et)

2
) +

+
1

2

T

∑
t=1

(αER (REt − R̃Et)
2
) , (10)
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where all weights α are positive real numbers in the interval [0,1]. A
tilde denotes desired (“ideal”) values of the respective variable. The
joint objective function for calculating the cooperative Pareto-optimal
solution is given by the weighted sum of the three objective functions:

J = µ1J1 + µ2J2 + µEJE , (µ1, µ2, µE ≥ 0, µ1 + µ2 + µE = 1) (11)

Equations (1)–(11) constitute a dynamic game with three players, each
of them having one control variable. The model contains 14 endogenous
variables, seven exogenous variables and is assumed to be played over a
finite time horizon. The objective functions are quadratic in the paths
of deviations of state and control variables from their respective desired
values. Several noncooperative and cooperative solutions can be deter-
mined for the game, which is nonlinear-quadratic and hence cannot be
solved analytically but only numerically. To this end, we have to specify
the parameters of the model. This is done with a view to creating a
model resembling the macroeconomics of EMU.

T θ ηi, δi, εi, γi, ρi,κi, ω αiy,αiπ, αiD αER µi,µE

λi,αEy βi, ζi αig,αEπ

30 3 0.5 0.25 0.6 1.0 0.05 3 0.333

Table 2 Parameter values for an asymmetric monetary union,
i = 1,2
Source: Authors.

The parameters of the model are specified for an asymmetric mone-
tary union; see Table 2. Here an attempt has been made to calibrate
the model parameters so as to fit for the Euro Area. The data used
for calibration basically include average economic indicators from EU-
ROSTAT for the present 17 Euro Area countries from the year 2008.
Mainly based on the public debt to GDP ratio and fiscal deficits, the
Euro Area is divided into the two blocs of “core” (country or bloc 1) and
“periphery” (country or bloc 2). The first bloc includes ten Euro Area
countries (Austria, Estonia, Finland, France, Germany, Luxembourg,
Malta, Netherlands, Slovakia and Slovenia) with a more solid fiscal situ-
ation and inflation performance. For reasons of simplification, this bloc
is called the “core”; it has a weight of 60% in the entire economy of the
monetary union (i.e. the parameter ω is equal to 0.6). The second bloc
has a weight of 40% in the economy of the union; it consists of seven
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countries with higher public debt and/or deficits and higher interest and
inflation rates, on average (Belgium, Cyprus, Greece, Ireland, Italy, Por-
tugal and Spain) and is called the “periphery”. The weights correspond
to the respective shares in Euro Area real GDP; we apply them to our
model to make it resemble the macroeconomic relations in the Euro Area
as closely as possible, given the simplified framework of our model. For
the other parameters of the model, we use values in accordance with
econometric studies and plausibility considerations.

The initial values of the macroeconomic variables, which are the state
variables of the dynamic game model, are presented in Table 3. The
desired or “ideal” values assumed for the objective variables of the players
are given in Table 4. Country 1 (the “core” bloc) has an initial debt level
of 60% of GDP and aims to decrease this level in a linear way over time
to arrive at a public debt of 50% at the end of the planning horizon.
Country 2 (the “periphery” bloc) has an initial debt level of 80% of GDP
and aims to decrease its level to 60% at the end of the planning horizon,
which means that it will fulfill the Maastricht criterion for this economic
indicator. The “ideal” rate of inflation is calibrated at 2 percent, which
corresponds to the Eurosystem’s aim of keeping inflation close to but
below 2 percent. The initial values of the two blocs’ government debts
correspond to those at the beginning of the “Great Recession”, the recent
financial and economic crisis. Otherwise, the initial situation is assumed
to be close to equilibrium, with parameter values calibrated accordingly.

yi πi πe
i

D1 D2 RE g1 g2

0 2.5 2.5 60 80 3 −2 −4

Table 3 Initial values (t = 0) for an asymmetric monetary union,
i = 1,2
Source: Authors.

yit yEt πit πEt D1t D2t git REt

0 0 2 2 60↓50 80↓60 0 3

Table 4 Target values for an asymmetric monetary union, i = 1,2
and t = 1, . . . ,T
Source: Authors.
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3.3 Optimal Fiscal and Monetary Policies under
a Demand Shock

The model can be used to simulate the effects of different shocks act-
ing on the monetary union, which are reflected in the paths of the ex-
ogenous non-controlled variables, and of policy reactions towards these
shocks. We assume that policy makers (the governments of each coun-
try or bloc, assumed to be homogeneous, and the central bank) aim to
minimize their respective objective function subject to constraints which
are given by the model, interacting according to some particular solu-
tion concept of the dynamic policy game. Here we analyze the results
of two different exogenous shocks. First, let us consider a demand shock
to the entire monetary union. In the first three periods both coun-
tries (blocs) of the monetary union experience a negative symmetric
demand shock influencing their economies in the same way. This shock
shall reflect a financial and economic crisis like the “Great Recession” of
2007–2010, which hit not only the Euro Area but nearly all countries in
the world. It is widely agreed that this crisis can be regarded as mainly
being due to a demand-side shock to some advanced economies (notably,
the U.S.), which was transmitted to other countries through trade and
financial channels. In particular, here we assume a negative demand
shock of 2.0% of real GDP for the first period, 4.0% for the second pe-
riod, and 2.0% for the third period, after which the disturbance vanishes:
zdi0 = 0, zdi1 = −2, zdi2 = −4, zdi3 = −2, and zdit = 0 for t ≥ 4, i = 1,2.

Most countries reacted to the financial and economic crisis by extending
public spending and found themselves in the uncomfortable situation
of rising public debts. Greece is the most prominent example with its
bond rated close to default. A bailing-out package for Greece is on the
way which includes a 60 percent “haircut” by non-institutional foreign
creditors. In order to simulate this event in our model, we introduce a
second exogenous shock. We introduce a 40 percentage points “haircut”
for the public debt of country 2 (“periphery” bloc) at time 11, i.e. zh2,11 =

−40 in t = 11 and zero for t ≠ 11. Two thirds of this “haircut” is assumed
to be paid by the public sector (the government, the taxpayers) of the
“core” bloc. Taking the different ωis into account, this results in an
increase in public debt of country 1 (the “core” bloc) by 20 percentage
points. That is, the variable zh1,t is set equal to 20 in t = 11 and to zero
otherwise.
As shown in a recent study by Cruces and Trebesch (2011), larger “hair-
cuts” are not “forgotten” soon by financial markets; instead, the country
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which experiences such a “haircut” has to pay a higher risk premium
for several years to follow. We use the average values from the results
of their study to calibrate the exogenous variable zhp2,t which denotes
the additional risk premium after the “haircut”: zhp2,11 = 10, zhp2,12 = 6,
zhp2,13 = 5.5, zhp2,14 = 5, zhp2,15 = 4.5, zhp2,16 = 4, zhp2,17 = 3.5, zhp2,18

= 3, zhp2,19 = 2, zhp2,20 = 1 and zhp2,t = 0 otherwise.

Using the two shocks described above, the immediate negative symmetric
demand shock and the “haircut” for the “periphery” after ten periods of
(endogenously) increasing government debt with the following increase
of the risk premium in the “periphery’s” interest rate, we run the policy
game (1)–(11) for different strategy choices of the policy makers. We
calculate three solutions for the dynamic game: a baseline solution with
the shocks but with policy instruments held at pre-shock levels (−2 for
the fiscal surplus of the “core”, −4 for the fiscal surplus of the “periphery”,
3 for the central bank’s prime rate), a noncooperative (Nash feedback)
equilibrium solution and a cooperative (Pareto) solution. The results
are shown in Figures 2 to 14, with the left panel showing the scenario
without the “haircut” (with the demand shock only) and the right panel
showing the results with the “haircut” for the “periphery” bloc.

In the baseline scenario without policy intervention (shown by the path
denoted by “simulat” in Figures 2 to 14), the demand shock leads to
lower output during the first five periods (a drop by about 1.5% in the
first period, about 4.2% in the second period, about 2.5% in the third
period, and then slowly returning to the long-run value of zero). This
non-controlled (“no policy”) simulation also results in a significant in-
crease of inflation (but slightly decreasing during the first three periods)
and a dramatic increase in real public debt until period 22. Due to the
permanent public deficits, the fall in real GDP and the increase in in-
terest payments, and given the non-availability of policy intervention in
this scenario, public debt of country 1 (the “core” bloc) increases up to
120% of GDP; the public debt of the fiscally less prudent country 2 (the
“periphery” bloc) even rises to 220% of GDP in period 24 and is still
higher than 200% at the end of the planning horizon (see Figures 11 and
12 below).

Including the “haircut” shock (a 40 percentage points “haircut” of public
debt for the “periphery” bloc and a 20 percentage points increase of
public debt for the “core” bloc in t = 11) into this “no policy” baseline
solution shall show the results from a scenario where the only policy
reaction in the monetary union consists in the debt relief after a certain
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amount of debt has occurred but no other reaction of either fiscal or
monetary policy. This is not meant to be a realistic possibility but
serves for comparisons with the results of the policy game. It implies
several changes in the results. In the baseline scenario without policy
intervention, such a “haircut” produces higher nominal interest rates for
the “periphery” bloc and a correspondingly higher increase of public debt,
despite the temporary reduction of public debt through the “haircut”. At
the end of the planning horizon, this results in a real public debt which
is significantly higher than in scenario without “haircut”. This is due to
the fact that the “periphery” has to pay much higher interest on its debt
following the “haircut” due to the higher risk premium. In addition, the
real debt of the “core” country is also higher than in the scenario without
“haircut” due to the additional debt taken over from the “periphery” by
the “core”. The values are 140% and 280% of GDP for the “core” and
“periphery” blocs, respectively.

When policy makers are assumed to react to the exogenous shocks ac-
cording to their preferences as expressed by their objective functions, the
overall outcomes depend on the assumptions made about the behavior of
the policy makers and their interactions as expressed by the solution con-
cept of the dynamic game; see Başar and Olsder (1999), Petit (1990) or
Dockner et al. (2000) for details. Here we consider the non-cooperative
feedback Nash equilibrium solution of the dynamic game and the coop-
erative Pareto-optimal collusive solution. In the latter, we assume all
players’ objectives to be equally important, as expressed by assuming
identical weights, µi = 1/3, i = 1,2,E).

The following figures show the time paths for all three control variables
and the five most relevant endogenous variables. For the two dynamic
game solution concepts considered, Figures 2, 3 and 4 show the trajec-
tories of the control variables: real fiscal surplus git for both countries
and the common central bank’s prime rate REt. Figures 5 to 14 show
the trajectories of the (short-run deviation of) output yit, the individ-
ual (national) nominal interest rates Iit, the individual (national) real
interest rates rit, public debt Dit and the inflation rates πit, respectively.

As can be seen from the left panels of Figures 2, 3 and 4, without the
debt relief both fiscal and monetary policies react to the negative demand
shock in an expansionary and hence countercyclical way: both countries
create a fiscal deficit during the first three periods, and the central bank
decreases its nominal interest rate. These Keynesian policy reactions
help to absorb the negative demand shock to some extent. However, this
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policy has a price in terms of its influence on public debt, and requires
a restrictive fiscal policy after the crisis.

The expected effect of a “haircut” affects the policy choice already at this
stage dramatically. If we compare the policy scenarios without “haircut”
(left panels) and with “haircut” (right panels) in the first two Figures, we
observe different intertemporal behavior of the national decision-makers.
On the one hand, the “core” bloc exhibits an even more restrictive fiscal
policy and creates significant budget surpluses in the “haircut” scenarios
because it expects a loss to be written off by the “haircut”, which amounts
to an additional payment from the “core” to the “periphery”. In contrast,
the “periphery” bloc produces higher budget deficits in expectation of a
“haircut”, which is due to the moral hazard effect of the announcement
of the “haircut”. Afterwards the “periphery” bloc reduces its deficits and
runs a more restrictive fiscal policy. Starting with time period 17 in the
cooperative Pareto game (period 15 in the Nash game), the “periphery”
bloc produces budget surpluses as well to deal with the rising public debt
under the high interest regime following the “haircut”. The central bank’s
policy is affected by the “haircut” in the cooperative scenario only, where
it lowers its prime rate after the “haircut” to support the debt reduction
policy of the entire union.

Comparing the Pareto and the feedback Nash equilibrium solution shows
that the Pareto solution requires more active (expansionary) fiscal and
monetary policies during the crisis and a few periods after, and less
active (restrictive) policies afterwards in the scenario without “haircut”.
This results in a smaller drop in output for both countries over the
whole planning horizon in the cooperative solution as compared to the
noncooperative one. In addition, the Pareto solution results in rates
of inflation which are closer to the desired value and in slightly lower
debt to GDP ratios. Altogether one can say that the cooperative Pareto
solution outperforms the feedback Nash equilibrium solution.

In the “haircut” scenarios, both the Pareto and the feedback Nash equi-
librium solution show different policies for “core” and “periphery”, where
the main difference occurs in fiscal policy already before the “haircut”
actually takes place, which is again due to the announcement effects al-
ready noted above. The “core” bloc runs an even more restrictive fiscal
policy while the “periphery” bloc relaxes its austerity policy. This re-
sult applies both for the Pareto and the Nash solution, but it is much
stronger in the noncooperative case. If we interpret the cooperative so-
lution, which presumes a binding agreement among all parties involved
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Figure 2 Country 1’s fiscal surplus g1t
Note: Left without “haircut”, right with “haircut”.

Source: Authors.
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Figure 3 Country 2’s fiscal surplus g2t
Note: Left without “haircut”, right with “haircut”.

Source: Authors.
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Figure 4 Union-wide prime rate REt controlled by the central bank
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Source: Authors.
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Figure 5 Country 1’s output y1t
Note: Left without “haircut”, right with “haircut”.

Source: Authors.
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Figure 6 Country 2’s output y2t
Note: Left without “haircut”, right with “haircut”.

Source: Authors.
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Figure 9 Country 1’s real interest rate r1t
Note: Left without “haircut”, right with “haircut”.

Source: Authors.
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Figure 10 Country 2’s real interest rate r2t
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Figure 11 Country 1’s debt level D1t (in % of GDP)
Note: Left without “haircut”, right with “haircut”.

Source: Authors.
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(the “core”, the “periphery” and the central bank), as a fiscal pact or
even a fiscal union, this shows the advantage of such an institutional ar-
rangement: it allows countries to rely on the joint effort to reduce public
debt by (less) restrictive fiscal policies, and a lower prime rate by the
central bank can be enacted as it can rely on the cooperation by the
governments.

The qualitative behavior of the central bank in the “haircut” scenarios
depends particularly on the solution concept. In the case of the non-
cooperative feedback Nash equilibrium solution, the central bank shows
nearly no reaction. In the case of the cooperative Pareto solution, on
the other hand, after the crisis the central bank first disciplines the gov-
ernments (especially that of the “periphery”) by a higher prime rate, but
supports them by an expansionary monetary policy after the “haircut”
shock. As a result, the impact of the “haircut” shock on the output yit
can be reduced nearly completely for the “core” bloc and to a large extent
for the “periphery” bloc.

As in to the scenarios without the “haircut”, one can say that the co-
operative Pareto solution outperforms the feedback Nash equilibrium
solution also in the scenarios with the “haircut”. These results can be
also seen by looking at the minimum values of the loss functions calcu-
lated by (9) and (10) and presented in Tables 5 and 6. The cooperative
Pareto solution outperforms the feedback Nash equilibrium solution and
the uncontrolled baseline simulation in terms of J1, J2 and the sum of
JE , J1 and J2. The feedback Nash solutions imply lower values of the
loss as compared to the Pareto solution for the central bank only. Also
the scenario without the “haircut” dominates the one with the “haircut”
for the two governments in terms of their loss functions considerably.
As our model does not contain rational expectations, we do not have a
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counterproductive effect of cooperation here. Instead, the collusive solu-
tion, giving equal weights to the two governments and the central bank,
comes out as the winner in this macroeconomic policy game.

Strategy JE J1 (“core”) J2 (“periphery”) JE + J1 + J2

Simulation 111.73 1,203.48 5,126.72 6,441.93

Pareto 51.62 19.45 22.62 93.68

Nash-FB 48.82 49.80 67.15 165.77

Table 5 Values of the objective functions (9) and (10) (loss func-
tions, to be minimized) for the scenarios without “haircut”

Source: Authors.

Strategy JE J1 (“core”) J2 (“periphery”) JE + J1 + J2

Simulation 67.47 2,184.77 7,845.21 10,097.46

Pareto 67.45 29.67 56.86 153.98

Nash-FB 66.17 68.41 104.93 239.50

Table 6 Values of the objective functions (9) and (10) (loss func-
tions, to be minimized) for the scenarios without “haircut”

Source: Authors.

3.4 Concluding Remarks

By applying a dynamic game approach to a simple macroeconomic model
of fiscal and monetary policies in a two-country (two-bloc) monetary
union, we obtain some insights into the design of economic policies fac-
ing a symmetric excess demand shock, an increase in public debt as a
consequence thereof, and possibly a “haircut” (public debt relief) for the
country (bloc) with higher debt to GDP ratio. The monetary union is
assumed to be asymmetric in the sense of consisting of a “core” with less
initial public debt and a periphery with higher initial public debt. Ten
periods after the crisis, public debt in the “periphery” reaches a level of
150% of GDP unless fiscal policy action is taken. In this situation, we
investigate the consequences of a 40 percentage points “haircut” of the
public debt paid mostly by the government of the “core”. This is meant
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to reflect the current situation in the EMU, where the high level of pub-
lic debt accompanied by the concerns about irresponsible fiscal policy
creates a stability problem for the entire union and seems to threaten
the whole project of monetary unification in Europe.

Our model implies that optimal policies of both the governments and
the common central bank are counter-cyclical during the immediate in-
fluence of the demand shock but not afterwards; instead, if governments
want (or are obliged by the union’s rules) to keep their public debt under
control and avoid state bankruptcy, they have to implement prudent fis-
cal policies as soon as the crisis is over. The first choice for such a policy
is the creation of (primary) budget surpluses, which must be maintained
over an extended period. The suggested alternative of a “haircut” is
shown to be counterproductive under our assumptions. It creates ad-
verse incentives for the “periphery” and as a consequence considerable
disadvantages for the countries of the monetary union. When expecting
a debt relief, the best strategy for the “periphery” is to produce even
more budget deficits until this event. This result occurs for both the
cooperative Pareto solution and the noncooperative feedback Nash equi-
librium solution. Taking the higher risk premium that is usually paid
after a “haircut” into account results in the outcome that all players of
the monetary union perform worse as compared to the scenario without
a “haircut”.

Of course, it would be very premature to infer strong conclusions for
the current macroeconomic situation of the EMU from our very stylized
model of strategic interactions among fiscal and monetary policy makers
in an asymmetric monetary union. Nevertheless, a tentative result which
we consider to be robust is that a “haircut” of public debt in the long run
may hurt both the “core” and the “periphery” bloc of the monetary union.
Instead, a policy of fiscal prudency with permanent budget surpluses over
an extended period is called for to deal with the government debt crisis.
Moreover, as in many other macroeconomic dynamic game models, the
cooperative solution dominates the noncooperative equilibrium, which
is inefficient. This can be interpreted, in terms of the present situation
of the Euro Area, that a fiscal pact or a fiscal union may be preferable
to noncooperative (nation based) fiscal policies, provided it is based on
principles of balanced budgets (or budget surpluses) in normal times. It
goes without saying that such an agreement presupposes a strong and
credible commitment of all participants and an effective mechanism for
monitoring and enforcing its rules.
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4 Parallel Currency as the Solution of
Macroeconomic Imbalances of
Countries in the Eurozone

Petr Koráb, Klára Burešová
Mendel University in Brno, Czech Republic

4.1 Introduction

The European Union currently faces one of the most serious problems
in its history. Indebted countries endanger the stability of the European
banking sector and the European politicians look for a convenient so-
lution. Something must be done. Unfortunately, solutions presented so
far have proved less effective. There is a need of a constructive solution.
One of them may be the introduction of a parallel currency in one or
more member states of the Eurozone for a limited period of time. Ob-
viously, it has its benefits and costs as well. But economic research on
this topic must be done just because of the need to broaden the variety
of possible tools for handling crises similar to the current debt one. This
chapter provides a basic concept of introduction of a parallel currency
in a Eurozone country, based on which further research should be devel-
oped. We strongly believe that a parallel currency market in Eurozone
countries may be settled and it may have positive effect on the economy,
provided that the introduction is done in a proper and thoughtful way.

4.2 Theory of Optimum Currency Areas as the
theoretical foundation of the EMU

The process of European monetary integration is theoretically developed
within on the Theory of Optimum Currency Areas (OCA). OCA theory
was firstly introduced by prof. Mundell (1969), then McKinnon, Kennen
and Krugman contributed. Mongelli (2002) distinguishes four periods
of its evolution: the pioneering phase (form the beginning of 1960s to
the beginning of 1970s), the reconciliation phase (1970s), the evaluation
phase (until the ratification of Maastricht treaty) and the empirical phase
(afterwards).
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Prof. Mundell was awarded a Nobel Prize in 1999 because of huge contri-
bution to the development of theoretical framework under which modern
currency unions are based. During the four mentioned period, the OCA
theory has been gradually developed to its current shape. At the heart of
the theory the concept of properties lies. Basically, the OCA properties
define areas of the economy which should be set in appropriate way so
that asymmetric shocks, which affect member states in a different way,
are minimised.

Very briefly, the properties which were defined in the pioneering phase,
as Mongelli (2002) states, are price and wage flexibility, mobility of fac-
tors of production, financial market integration, the degree of economic
openness, the diversification in production and consumption, similarities
of inflation rates and fiscal and political integration. Also synchronisa-
tion of business cycles is highly important, as show Komárek, Čech and
Horváth (2003).

At the moment, the OCA theory faces a real empirical problem. It is
the current Eurozone debt crisis which revealed several weaknesses of
the theory. As one monetary policy may have problems with reaction
to different inflation rates of countries in different trajectory of business
cycle, and sticky prices block mechanisms of adaptation to asymmetric
shocks, the OCA theory empirically faces conditions of a monetary union
where its properties probably are not fulfilled in a sufficient way. This
was claimed by Glovan (2004) even before the financial crisis erupted,
when he says that,” The OCA theory is non-operational and irrelevant
in dealing with the present international monetary situation.” After a
couple years late, his words were proved.

Martin Wolf (Financial Times, 5/10, 2011) questions about how could
the Eurozone fall into such a deep crisis. He argues that the EU lacks
mechanisms for dealing with crises such as the current one. We do not
consider directed bankruptcy, gradual write-off the debt or prolonging
the bonds maturities as conceptual solution. The European Union really
seems not to have an effective tool for solving the current problems
which would boost economic growth of less competitive economies. It is
therefore crucially important to theoretically complete the OCA theory
with an effective conceptual tool for handling with crises such as the
current one.
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4.3 Parallel Currency Markets: Theoretical
Background

When dealing with parallel currency markets several terms need to be
explained. Firstly, the definition of parallel currency market (equiva-
lent is parallel currency regime) may be as following: “a market where
two or more currencies are circulating serving the purpose of medium
of exchange and in some cases as the store of value” as Barro (2008)
describes.

Basic distinguishing of parallel currency markets is provided by DeMeu-
lenaere (1998) who divides them into three groups, i.e. markets with
parallel, local and community currencies. Parallel currencies are used
alongside the national currency on the whole territory of the state. Local
currencies are used only on a specific geographical area, and community
currencies serve only for purposes to a group of people who established
this medium of exchange.

Board of governors of FED (2003) estimated that 55–60% of the total
US currency in circulation in 2002 was held abroad. The geographical
division was estimated to be 25% in South America (with Argentina the
highest demander), 20% in Middle East and Africa, 15% in Asia and
40% in Europe, where particularly high users were Russia and former
Soviet republics. Therefore, parallel currency markets are a global and
widespread phenomenon.

In case of using the US dollar as a parallel foreign currency we use a
term dollarization16, euroisation for the same in euro. We also distin-
guish official dollarization, where the government makes the decision of
introducing a foreign currency as legal tender, and unofficial dollariza-
tion where economic agents spontaneously use foreign currency as there
is a need to realise transaction in it (ECB, 2004).

A term dollarization is often used with currency substitution. Currency
substitution occurs when foreign currency is partly or entirely used as
unit of account and medium of exchange (Feige et al., 2000). One can
see that dollarisation and currency substitution are very close terms.
Dollarisation is generally used for description of the general process of
circulation of a foreign currency in the economy. More precisely, “dol-
larization is a summary measure of the use of foreign currency in the

16Dollarisation is often used for description of economies where a foreign currency,
which may not be US dollar but a different stable globally used currency, is circulating.
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domestic economy. On the other hand, the cornerstone of the theoreti-
cal research of currency substitution, the theory of currency substitution,
technically analyses the coexistence of two media which can be used for
making transaction in the economy.

The most sensitive measure of currency substitution is the currency sub-
stitution index (CSI), which shows the fraction of a nation’s total foreign
currency in circulation made up of foreign currency and local currency
in circulation (FCC + LCC).

CSI ≡
FCC

FCC + LCC
(12)

Last point to mention in the theoretical framework is the fact that for
the purpose of making transaction any suitable object may serve. Barro
(2008) provides an example of a currency which was used in prisons in
Germany during the World War II. They were, essentially, cigarettes
which were suitable because they were homogenous, durable and of con-
venient size for the smallest, and in packets also for large transactions.
Many local and community currencies have the form of coupons, cer-
tificates or cheques, as shows DeMeulenaere (1998). A parallel currency
therefore does not necessarily have to have the form of coins or banknotes
as people are used to.

4.4 Parallel Currency as the Solution for Selected
Eurozone States

The aim of the introduction of a parallel currency and therefore creating
a parallel currency market in a Eurozone country is to support private
sector activity while, at the same time, preserve the euro as part of
the state identity. Boosting growth through increased consumption and
company investment is to be realized through devaluation of the parallel
currency. All the debt of public sector would, however, still be honored
in Euros which would not allow the state to decrease it by devaluation.

The exchange rate would be determined by the national bank of the
state which would manage the stock of parallel currency. There would
be a need to start issuing some form of coupons to serve as a parallel
medium of exchange. It would be a “no-name” form of certificate serving
just for a limited period of time. Introduction would have to be done
with maximum attention to managing the costs.
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Euro Parallel currency

Public sector Private sector
Non-cash Coupons (certificates)
Public debt Wages in public and private sector

State social policy Company investment

Municipal unit Bank loans for companies and inhabitants

Taxation unit Bank accounts for companies and inhabitants

Prices of goods and services

Table 7 Purpose of introduction of a parallel currency
Source: Own compilation.

The introduction should be realized only for a limited period of time
until the competitiveness and GDP is in increase. When the parallel
currency has fulfilled the purpose of introduction, then, it is the right
time to come back to euro for all transactions.

4.5 Benefits of Introduction of a Parallel Currency

There are two main benefits of introducing a parallel currency. The first
is boosting the consumption and investment, the second is preserving
the idea of European unification, the idea of Europe which stands behind
monetary and fiscal integration.

If the parallel currency is devaluated against the euro and taxes are
paid in the euro, the companies would save more financial resources.
Obviously, this step would lead to lower budget revenues, but, accord-
ing to the authors of this chapter, only in the short-term. In the long
run, boosted economic growth would also result in higher tax revenues.
This process should lead to increased competiveness of companies and
higher export. As prof. Rusek pronounces “if the national currency after
the reintroduction is adequately devaluated and will be driven by the
market forces in the future, the reintroduction would mean a nearly im-
mediate restoring and maintaining of competitiveness” (Lacina, Rusek
et al., 2007).

The fact that the public debt would stay honoured in euro ensures that
there would still be a duty to pay it off and not to get rid of it by
devaluation. Therefore, this way is less financially demanding, even if
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there would probably be a need of financial support from the EU or IMF
sources.

4.6 Costs of Introduction of a Parallel Currency

By traditional distribution theory, adopting a common currency leads to
costs which can be divided into these categories: transaction costs, di-
rect costs, indirect costs, single costs, permanent costs, immediate costs
and middle-term costs. We can use this terminology for the problem of
introducing a parallel currency.
Main costs of introduction are transaction and administration costs, risk
of increase of inflation, enlargement of shadow market and the risk of
increasing indebtedness of households with connection to moral hazard.
We can organize these terms into direct and indirect cost categories.

Direct costs Indirect costs

Creation of exchange rate risk for
parallel currency operations

Increase of price level

Administration and technical costs
– shortly after introduction

Increase of indebtedness of house-
holds, moral hazard

Specific costs of banking sector Enlargement of shadow economy

Table 8 Costs of introducing a parallel currency
Source: Own compilation.

4.6.1 Administration Costs

Introduction of parallel currency is generally disadvantageous for high
administration costs. Administration costs stem from the necessity of
financial and public institutions to adapt their systems to another cur-
rency. For example, institutions need to change the technology and to
adopt their software to calculations in two currencies (social transfers,
taxes etc.). So, the administration costs highly affect the private and
public sector.

4.6.2 Transaction Costs

Another problem related to the introduction is volatility of the exchange
rate between common currency (i.e. Euro) and new parallel one. Agénor
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(1992) shows the evolution of parallel markets on a group of developing
countries in 1980s and according to him, premium typically displays large
fluctuations over time and across countries. He states that in the period
of uncertainty about macroeconomic policies or unstable political and
social conditions, parallel market rates tend to react swiftly to expected
future changes in economic circumstances (Agénor, 1992). Liberia expe-
rienced the US dollar as parallel currency with significant fluctuation of
the exchange rate on the parallel market (Erasmus, Leichter, Menkulasi,
2009).

In our case, parallel currency will depreciate. The problem is that eco-
nomic agents have to pay taxes in euro, but their income is in parallel
currency. When they pay taxes, it will be necessary to exchange their
income to the adequate amount of tax, but every exchange is connected
with additional costs. On the other hand, when agents receive social
transfers from the government in Euro, there may be a need to convert
it to consumption in parallel currency.

4.7 Inflation and Shadow Market

The depreciation of parallel currency affects the price level which will
lead to higher inflation. Higher inflation may cause a situation when
producers only accepted euro and distrust of parallel currency may sup-
port shadow market.

But Europe also has its own experience with parallel currencies. Mon-
tenegro, at the beginning of its monetary reform, introduced German
Mark as a means of payment. “At the beginning of 1999 the Montene-
grin government started looking for a way to establish monetary indepen-
dence for Montenegro. Starting from the practice of several years of both
citizens and the business sector to perform transactions in and save in
German Marks, the Montenegrin government chose a dollarization model
with the German Mark as the local national currency. Instead the Di-
nar, the world’s worst currency at the time, Montenegro introduced a
parallel currency system – one in which the German Mark was made
the legal tender and allowed to freely float alongside Montenegro’s other
legal money, the Dinar.”, (CB of Montenegro, 2004). The real introduc-
tion of German Mark happened in 1996, so there are approximately 6
years of parallel currency market in Montenegro until the German mark
became the only tender in January, 2001, resulting in establishing the
euro in June 2002 (CB of Montenegro, 2004).
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Introduction of a parallel currency market is just one part of the pro-
gramme for boosting the growth and competitiveness. Strict economic
reforms must follow. As CB of Montenegro (2004) states, euroisation
itself cannot start economic growth and it should not be a substitute for
economic reforms. The same pronounces prof. Rusek about introduction
of parallel currency, “Further economic reforms are essential, along with
on-going liberalisation of the labour market.”, (Lacina, L., Rusek, A., et
al., 2007).

4.8 Discussion

In the previous chapters we have outlined a concept of introduction of
a parallel currency. So where does this stand in the chain of sequences
we should follow? Gujarati (2004) proceeds in traditional econometric
methodology in the following lines:

1. Statement of theory or hypothesis.

2. Specification of the mathematical model of the theory.

3. Specification of the statistical, or econometric, model.

4. Obtaining the data.

5. Estimation of the parameters of the econometric model.

6. Hypothesis testing.

7. Forecasting or prediction.

8. Using the model for control or policy purposes.

So, with our concept we are standing roughly about the level 1. We have
argued that parallel currency should be able to devaluate which would
increase consumption and boost the growth. This is our hypothesis. But
for a real introduction there are still sevens steps to be done, so that a
parallel currency in a Eurozone state is to be circulating alongside the
Euro.

But parallel currency markets in Europe already exist. When a person
walks in the street in Prague, she can see that people can pay in Euros.
But Czech Republic is still using the Czech Crown. So euro is a parallel

84 Part I — Chapter 4



currency there. Also in Germany we can find an example. Bundesbank,
when adopting euro as legal tender did not specify a term of withdrawing
the German currency from the market. So Deutchmark is a parallel
currency in Germany alongside the euro, when some stores accept it.
We could find many more examples in Europe. This only confirms the
fact that parallel currency regimes are, in certain scale, a broadly spread
form of market arrangement.

4.9 Conclusions

In this chapter we have tried to suggest a concept of introduction of a
parallel currency in a Eurozone member state as the solution for crises
similar to the current European debt crisis. We propose an arrange-
ment where the economy is divided into two monetary sectors for euro
and parallel currency. We propose the common currency to be used
in public sector in non-cash form while a new parallel currency to be
used in private sector in the form of no-name certificates. The main
purpose of the introduction it to boost economic growth and increase
competitiveness through devaluation of parallel currency. We have also
discussed benefits and costs of introduction. We see a significant benefit
in improving competitiveness and, at the same time, keeping the euro
as legal tender, which means that the Eurozone would not split or that
states would not come back to their former national currencies. Cost
of introduction include transaction costs, administration and technical
costs, specific costs of banking sector, risk of high inflation in parallel
currency, aversion to making payments in parallel currency because of
its riskiness, increase of indebtedness of households which is connected
with moral hazard, and enlargement of shadow economy which stems
from distrust to a new currency.

We are aware of the risk of such a step. On the other hand we con-
sider current solutions to the debt crisis as less effective. Broadening
the variety of tools for dealing with the crisis is necessary, and further
research on parallel currencies as the solution to crises based on lower
competitiveness should start.
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5.1 Introduction

This chapter compares economic policies before and during the recent
financial and economic crisis in Estonia and Hungary. Its aim is to assess
the results of the economic policies and to formulate interpretation and
conclusions with regard to different policy outcomes. Such a comparison
is justified, on the one hand, by the similarity of the economies of both
countries; they are small open economies highly integrated within the
European Union. On the other hand, the comparison may bring about
interesting observations and conclusions due to major differences in eco-
nomic policies of Estonia and Hungary. Firstly, while Estonia main-
tained a currency board system, Hungary adopted a wide exchange rate
band/floating exchange rate regime during the period analyzed. In fact,
while Estonian croon remained perfectly stable, the Hungarian forint
was highly volatile. This difference also crucially determined the scope
for monetary policy; only Hungary could use active interest rate policy
which it applied both to stabilize the economy and the exchange rate.
Secondly, both countries executed different fiscal policies. Estonia had
a surplus in its public finances before the crisis and it allowed for some
minor deficits when economic downturn came. Conversely, Hungary had
had high budget deficits and it only chose to improve its fiscal stance
shortly before the crisis and it continued efforts to further limit fiscal
imbalances during the crisis.

These policy differences between two otherwise similar economies raise
questions about their effects. A simple analysis of the data shows that
the Hungarian economy was more stable in terms of the volatility of
unemployment, inflation, GDP growth rates and current account. Hun-
gary recorded lower average unemployment rates and current account

88 Part II — Chapter 5



deficits but economic growth was faster and average inflation was lower
in Estonia. This is an interesting observation as it contradicts claims
that the single currency (or a credibly fixed exchange rate) creates a
more stable economic environment, particularly in small, open econom-
ies. These results do not suit neither more general propositions of the
theory of optimum currency area which claim that fixed exchange rates
(or a common currency) in small, open economies bring nominal stability
and that floating rates are ineffective shock absorbers. Moreover, these
examples show that the link between stability and economic growth is
not a simple relation. In particular, the interpretation provided argues
that Estonia is an example of a boom and bust cycle typical for many
fixed exchange rate regimes.

Countries most hit by the recent crisis are also the ones which have major
problems with budget deficits and financial credibility. Estonia could be
an example of fiscal virtues. Its good fiscal position certainly helped
the country sustain credibility and to a degree flexibly accommodate
to the shock. However it did not help Estonia to avoid a very deep
recession. Good fiscal stance is good but it is cannot substitute for
flexible exchange rates in the case of external shocks. The example of
Estonia, as compared with Hungary, does not support the claim that the
common currency should clearly bring advantages if only fiscal discipline
were preserved.

The chapter is organized as follows. Section 5.2 presents the character-
istics of economies and economic policies of both countries. Section 5.3
describes the effects of different economic policies. Section 5.4 contains
an interpretation of the observations. The last section shortly concludes.

5.2 Estonia and Hungary; Similar Economies and
Different Economic Policies

Economies of Estonia and Hungary are very similar in many respects.
First of all, they are small, open economies. In 2008 GDP of Estonia
was equal to 27.7 bln USD and GDP of Hungary reached 198.1 bln USD
which is a few times more than in the case of Estonia, but in broader
relative terms this is still typical for a small economy. Both countries
are members of the European Union and they have introduced respec-
tive regulations and liberalized foreign economic relations, including free
capital flows. The ratio of foreign trade to GDP is high; in Estonia in
2008 it was equal to 77.7% and in Hungary the value of the ratio was
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81.7%; undoubtedly these are open economies. The countries exhibit
also very similar levels of economic development. GDP per capita in
Estonia was 20.6 thousand USD while in Hungary it was 19.7 thousand
USD in 2008. What is also important and what may express the levels of
economic development and international integration, Estonia and Hun-
gary had in 2008 similar ratios of their domestic consumer price levels to
the Euro Area average; it was respectively 75% and 65%. (OECD data,
http://stats.oecd.org/Index.aspx?DataSetCode)
The economies are quite similar but economic policies of the two coun-
tries differ crucially.
Each of the countries pursue a different monetary policy strategy and
applies a different exchange rate regime. Estonia adopted a currency
board regime in 1992 and in 2004 the Estonian kroon entered ERM II.
For the whole period the exchange rate remained at the official par-
ity, until Estonia became a member of the Euro Area on January 1st,
2011. The exchange rate was not subject to serious tensions during the
reference period, though rising money market interest rates in Estonia
and the spreads vis-à-vis euro money market suggest an increase in risk
perception in years 2008 and 2009.
The Bank of Estonia did not set monetary policy interest rates. Domestic
(kroon) interest rates were directly affected by the monetary policy of
the ECB through the operation of Estonia’s currency board system and
they also expressed specific country risks, as mentioned above. This
latter factor meant that money market rates in Estonia during the worst
phase of the crisis (years 2008 and 2009) were rising even though the
ECB set its interest rate close to zero.
It is worth mentioning that the Bank of Estonia signed in February
2009 an agreement with the central bank of Sweden which strengthened
the Bank of Estonia’s capabilities to provide liquidity to the financial
sector. However, there were no extraordinary needs for liquidity and the
agreement has not been activated.
The central bank of Hungary between 2001 and February 2008 pursued
an eclectic monetary policy strategy which combined inflation targeting
and exchange rate control. The Hungarian forint was pegged to the euro
with a fluctuation band of ±15%. On 26th February 2008 the exchange
rate band was abolished and a free-floating exchange rate regime was
adopted. This change was intended to eliminate possible conflicts be-
tween meeting the inflation target and maintaining the exchange rate
within the band. However, “in October 2008, the central bank increased
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the main policy rate by 300 basis points to stabilize the exchange rate
in the midst of the financial market turmoil” (European Commission,
2010).

In fact, the exchange rate of the forint has been rather unstable in recent
years and during the financial crisis in particular. An earlier weakening
trend of the forint was reversed in mid-2006 when the adoption of fiscal
consolidation plans improved investors’ perception of Hungary. After
some moderate depreciation the forint strengthened further until July
2008 when it started depreciating at a fast pace in the wave of the global
financial tensions. In October 2008 Hungary decided to accept balance of
payments assistance by international institutions (The European Union,
IMF and the World Bank) at the same time tightening the monetary
policy, as mentioned above. After a temporary stabilization the forint
depreciated further until March 2009 when it started to recover as the
situation in global financial markets calmed down – this trend has gen-
erally continued until now (September 2011).

This short overview of exchange rate fluctuations of the forint in recent
years shows that it was prone to both domestic and external shocks and
developments. In particular, it reacted strongly to the developments
in the fiscal policy and to changing investors’ sentiments reflecting the
global financial crisis. These factors influenced the payments situation
and the exchange rate played the role of a shock absorber in this respect
– whether it has been effective is a matter of general economic policy
results, as outlined and discussed further on.

The interest rate policy of the central bank of Hungary has been fairly
active in recent years. In years 2006 and 2007 the base interest rate
fluctuated between 6.25% and 8%. In April 2008 a series of interest rate
increases started and in October 2008 the base rate reached its maximum
of 11.5%. From that time on the interest rate was consistently lowered
and it reached 5.25% in April 2010. In November 2010 a new series of
modest interest rate hikes started as a reply to inflationary pressures and
since then the rate has been raised two times more up to 6.0%.

Interest rate policy of the central bank of Hungary was clearly tight only
in 2008 and 2009 when interest rate hikes accompanied falling inflation
rates. In fact these increases were intended to counter financial market
pressures, including the depreciation of the forint, and coincided with
declining economic activity. In a sense, monetary policy was forced by
the financial market to act pro-cyclically. Accordingly, forint money
market interest rates and its spreads to the euro money market were
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generally high and they much exceeded those of the money market in
Estonia, especially during the crisis culmination in 2009.

What concerns fiscal policies in Estonia and Hungary, they have been
quite different in recent years, too.

Public finances in Estonia were in surplus until 2007. However, this
positive result was achieved in the situation of a rapid expansion of
private sector expenditures and consequently buoyant fiscal revenues.
Some part of high revenues was saved and provided fiscal buffers as
accumulated assets of the government sector. When the crisis came,
Estonia’s fiscal position was fairly good.

As a consequence, in the situation of a downturn in the domestic de-
mand and economic activity and in the face of the global crisis the Es-
tonian authorities could avoid a fiscal contraction which would further
worsen the economic situation. In 2008 the general government posi-
tion deteriorated by 5.3 percentage points of GDP and the structural
balance worsened by about 3.3 percentage points of GDP (European
Commission, 2010). The deficit reached 2.8% of GDP in 2008 and the
structural deficit rose to 4.0% of GDP. In the course of year 2008 efforts
were undertaken to confine the deficit, which were continued in 2009.
As a result the general government deficit declined to 1.7% of GDP in
2009 (structural deficit 0.2% of GDP) and in 2010 public finances were
in surplus again (structural deficit 0.4% of GDP) (European Commis-
sion, 2011). This fairly good fiscal position was maintained in spite of
a deep economic contraction in Estonia in 2008 and – particularly so –
in 2009. Due to strong fiscal position before the crisis and the economic
downturn Estonia managed to avoid fiscal policy which would be clearly
pro-cyclical. Conversely, Estonia pursued fiscal policy which helped to
restrain economic slowdown. Although, as the crisis unfolded, Estonia
had to correct its rising deficit, it had enough fiscal space to allow for
an increase in both headline and structural deficits as compared with
pre-crisis years. This relative easing of fiscal policy did not impinge on
the financial credibility of the government.

Budgetary positions looked completely different in Hungary. First of all,
Hungary had high deficits before the crisis; they peaked in 2006 when
the deficit reached 9.3% of GDP. In 2004 the Commission started the
procedure of an excessive deficit against Hungary; it has been held in
abeyance since February 2010. It was only in mid-2006 when fiscal policy
was reversed and budget deficit was reduced to 3.7% of GDP in 2008.
Structural deficit declined from 10.6% in 2006 to 4.1% of GDP in 2008
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when the financial crisis hit. The economic downturn brought about
a moderate increase in the public sector headline deficit which reached
4.5% of GDP in 2009 in spite of strong efforts to keep it under control;
the structural deficit declined the same year to 2.2% of GDP. In 2010 the
fiscal situation did not change much (headline deficit 4.2% and structural
deficit 3.1% of GDP). (European Commission, 2010, 2011)

Hungary did not have much choice as financing needs were difficult to
meet due to investors’ concerns about the sustainability of budgetary
positions and exchange rate stability. Hungary managed to restore con-
fidence and put its public finances on a sustainable path but it had to do
that against the winds of the crisis. Fiscal policy could neither support
an economic recovery, nor even allow for automatic stabilizers. It had to
be tighten to keep the deficit under control as the crisis developed.

The above sketch of economic policies in Estonia and Hungary presents
how different they have been in the case of two otherwise similar econom-
ies. These policy differences provoke a question about their outcomes.
At a first glance it seems that Estonia should do much better before and
during the crisis.

According to the theory of optimum currency areas these small, open
economies should benefit from having a fixed exchange rate or the euro.
A credible peg – as in Estonia – should promote economic stability and
enhance general credibility of the country. In fact, interest rate spreads
were much lower in Estonia as compared with Hungary both in tranquil
and stormy economic conditions.

Moreover, Estonia pursued a conservative, balanced budgetary policy.
It was a major factor behind its high credibility. Estonia managed to
save some budgetary proceeds in good times and it had enough room for
a fiscal maneuver during the crisis not to be forced to run pro-cyclical
policy when the crisis hit. Having no its own interest rate policy it was
not able to use it to support economic recovery but it experienced a
relatively modest rise in money market interest rates.

In the case of Hungary the exchange rate was unstable and it reacted
not only to fundamental factors but also to speculative swings. Fiscal
policy until 2006 was very lax, it undermined financial credibility of
the country and it had to be tighten severely just before and during the
crisis, thus exacerbating the downturn. In the situation of low credibility
the central bank had to raise its interest rates, in particular to confine
excessive changes of the – formally freely floating – exchange rate. This
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also could aggravate the economic slowdown. Hungary had to recourse
to international financial aid.

What seems so clearly superior at the first glance does not necessarily
has to prove its merits when the effects are studied more carefully; that
is the subject of the next section of this chapter.

5.3 The Outcomes of the Economic Policies of
Estonia and Hungary

Since it is widely believed that a fixed exchange rate – and the single
currency even more – should be propitious to economic stability and
eventually to prosperity it is interesting to analyze a few variables which
are important in this respect. They are unemployment rates, inflation
rates, GDP growth and current account balances in both countries.

In Estonia unemployment (Table 9) was steadily declining from high lev-
els at the beginning of the previous decade as the economy was booming
and it exploded to record levels during the crisis. In Hungary it was rising
for all the period between 2001–2010. However, for Estonia the average
of 9.72% is higher than 7.46% for Hungary. Moreover, unemployment
rates were much more volatile in Estonia as compared with Hungary:
the variance is equal respectively to 14.1 and 3.1. This means that Hun-
gary did much better than Estonia both in terms of the average rate of
unemployment and its volatility. In 2011 (data for the second quarter)
it dropped considerably in Estonia to 13.3% (as compared to 18.6% in
the same period of the previous year) but it still remained higher than
in Hungary (10.8 in July 2011) (all the data for year 20011 come from
http://www.eestipank.info/dynamic/itp2/itp report 2a.jsp?reference=
502&className=EPSTAT2&lang=en for Estonia and from english.mnb.
hu/Statisztika/data-and-information/mnben statisztikai idosorok
for Hungary).

The average inflation during the period 2001–2010 was 3.21% in Estonia
and 5.67% in Hungary. However, in Hungary inflation rates (Table 10)
were less volatile; the variances are 8.3 for Estonia and 3.2 for Hungary.
Both aspects of stability matter here; low rates of inflation and low
volatility. In theory, they should go hand in hand; a major advantage of
low inflation should be a reduced inflation volatility and enhanced pre-
dictability. What really matters is predictability – it is uncertainty that
badly influences economic decisions, investment in particular (Sohmen,
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!
Country 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 
Estonia 12.6 10.3 10.0 9.7 7.9 5.9 4.7 5.5 13.8 16.9 

Hungary 05.7 05.8 05.9 6.1 7.2 7.5 7.4 7.8 10.0 11.2 

 
  

Table 9 Unemployment rates in Estonia and Hungary, 2001–2010
Source: http://www.eestipank.info/dynamic/itp2/itp report 2a.jsp?
reference=503&className=EPSTAT2&lang=en,
http://english.mnb.hu/
Statisztika/data-and-information/mnben statisztikai idosorok.

1971). However, in the case of Estonia (as compared with Hungary)
lower average inflation does not mean less volatile and thus more pre-
dictable inflation. 

 
 

Country 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 

Estonia 5.8 3.6 1.3 3.0 4.1 4.4 6.6 10.4 –0.1 3.0 

Hungary 9.2 5.3 4.7 6.8 3.6 3.9 8.0 06.1 04.2 4.9 

  

Table 10 Annual inflation rates (CPI) in Estonia and Hungary,
2001–2010
Source: http://www.eestipank.info/dynamic/itp2/itp report 2a.jsp?
reference=503&className=EPSTAT2&lang=en, http://english.mnb.
hu/Statisztika/data-and-information/mnben statisztikai idosorok.

It is also worth noticing that inflation again gets dynamics in Estonia in
2011 – in the second quarter CPI reached 105-2 (100 in the same period
2010); in Hungary, conversely, price level has been further stabilizing
(103.1 in July 2011, same month of proceeding year = 100).

GDP growth was much faster in Estonia in the analyzed period (Ta-
ble 11). On average it was equal 4.12% as compared to 1.93% in Hungary
during the previous decade. For the whole period the cumulated GDP
growth was 46% and 21% respectively. In terms of economic stability,
however, Hungary again had much better records; the variance is 53.6
for Estonia and 10.12 for Hungary.

Year 2010 showed that recovery in Estonia was slightly stronger. In the
second quarter of 2011 GDP growth reached in Estonia impressive 8.4%
(constant prices, % change to same period of previous year) while in
Hungary GDP growth (volume) remained very slow (101.5 in July 2011,
July 2010 = 100).

Current account deficits (Table 12) were on average higher and much
more volatile in Estonia than in Hungary; the averages are 8.3% and
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Country 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 

Estonia 7.5 7.9 7.6 7.2 9.4 10.6 6.9 –5.1 –13.9 3.1 

Hungary 3.8 4.1 4.0 4.5 3.2 03.6 0.8 00.8   –6.7 1.2 

 
  

Table 11 GDP real growth rates in Estonia and Hungary, 2001–2010

Source: http://stats.oecd.org/Index.aspx?DataSetCode=ULC QUA.

5.7% of GDP and the variances are 47.4 and 12.4 respectively. Estonia’s
deficits were very high and persistent. What is also important and should
be underlined here, the deficits turned into surpluses during the crisis;
the change was particularly abrupt in Estonia. Following a strong fall
in domestic demand, which led to lower imports, the current account
balance of −9.7% of GDP in 2008 turned sharply into a surplus of 4.5%
of GDP in 2009. 

 
 

Country 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 

Estonia –5.2 –10.6 –11.3 –11.3 –10.0 –15.3 –17.2 –9.7 4.5 3.6 

Hungary –6.0   –7.0   –8.0   –8.6   –7.6   –7.6   –6.9 –7.3 0.4 2.1 

  

Table 12 Current accounts of Estonia and Hungary, as % of GDP,
2001–2010
Source: http://www.eestipank.info/dynamic/itp2/itp report 2a.jsp?
reference=503&className=EPSTAT2&lang=en, http://english.mnb.
hu/Statisztika/data-and-information/mnben statisztikai idosorok.

Beyond these basic statistics it is also important to note that in the
period 1998–2008 the share of foreign trade in GDP rose by 20.4%
to 81.7% in Hungary while in Estonia it declined by 1.9% (which is
quite exceptional) and it was at 77.7% in 2008, lower than in Hungary
(http://stats.oecd.org/Index.aspx?DataSetCode). It is quite interesting
in the context of a widely disseminated argument that fixed rates and a
single currency promote foreign trade development.

Summing up, in spite of its poor economic policy Hungary achieved in
the analyzed period much better economic results than Estonia except
for the rate of GDP growth and average inflation. In spite of pro-cyclical
fiscal and monetary policies, the volatile exchange rate of the forint and
volatile interest rates the Hungarian economy was much more stable
and on average it was closer to – or less far from – both internal and
external equilibrium. The Hungarian economy also opened faster and
wider than the Estonian one. Estonia, however, on average recorded
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faster growth during the period 2001–2010 even when the recent deep
recession is taken into account; it also regained fast growth in 2011. The
data above show that Estonia’s economy was growing faster not because
it was more stable but in spite of its nominal and real instability (high
volatilities). How can it be explained that the Estonian economy was
relatively unstable and it was growing faster, anyway? These puzzles are
considered in the next section.

5.4 A Draft Interpretation of the Difference of
Economic Performance of Estonia and Hungary

Investment plays a crucial role in and it has direct impact on economic
growth so its rates can help explain the rates of growth. Investment rates
are presented in Table 13. It easy to notice that Estonia recorded consid-
erably higher rates of investment each year between 2001 and 2008. The
average values for that period are 31.2% of GDP for Estonia and 22.2%
for Hungary. Although enthusiast of the euro are inclined to argue that
this is a more stable macroeconomic environment that enhances invest-
ment we know that this argument does not generally hold in the case of
Estonia and Hungary. However, there is one important aspect of stabil-
ity which was present only in Estonia; this is the stability of the exchange
rate. The absence of exchange rate risk could have a strong impact on
foreign investment or – to express the same in different terms – on capi-
tal inflows and foreign financing of investment. High investment rates in
Estonia were boosted by capital inflow. In fact, domestic savings played
little role in capital formation in Estonia. There is a significant difference
between Estonia and Hungary with respect to households savings rates
(Table 14). They were negative in Estonia every year between 2001 and
2008 and sometimes took astonishingly high values. In Hungary, con-
versely, they were always positive and assumed fairly considerable values.
Whatever the source of its financing, higher investment brought about

 
 

Country 2001 2002 2003 2004 2005 2006 2007 2008 

Estonia 26.4 29.7 31.6 30.9 32.1 34.9 34.5 29.3 

Hungary 23.0 23.1 22.3 22.5 23.0 21.7 21.2 20.9 

  

Table 13 Investment rates in Estonia and Hungary – gross fixed
capital formation, as % of GDP, 2001–2008
Source: http://stats.oecd.org/Index.aspx?DataSetCode.
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Country 2001 2002 2003 2004 2005 2006 2007 2008 

Estonia –4.0 –6.5 –8.4 –11.7 –10.4 –9.6 –5.2 – 

Hungary   8.5   6.4   4.3     6.8     6.1   7.5   4.6 3.0 

 

Table 14 Households saving rates in Estonia and Hungary,
% of disposable income, 2001–2008
Source: http://stats.oecd.org/Index.aspx?DataSetCode. 

 
 

Country 2001 2002 2003 2004 2005 2006 2007 2008 2009 

Estonia 6.8 6.1 5.8 6.4 6.3 5.3 6.1 –3.8 –2.7 

Hungary 6.3 3.8 5.2 5.2 3.4 3.2 1.3   2.1 –3.1 

  

Table 15 Labour productivity growth in the total economy in
Estonia and Hungary, annual change, %, 2001–2009
Source: http://stats.oecd.org/Index.aspx?DataSetCode.

higher rates of labour productivity growth (Table 15): the average for
Estonia between 2001 and 2009 was 4.0% and for Hungary 3.0%. All in
all, in the period analyzed the Estonian economy grew faster.

Even thought capital inflow in Estonia was sometimes excessive, it fuelled
the boom and bust cycle and it substituted rather than supplemented
domestic savings eventually it helped the economy to grow fast. In Hun-
gary the effects of poor policies and external shocks could have been
absorbed easily with a flexible exchange rate but it was not enough to
give some positive dynamics to the economy; the situation was not con-
ducive neither to abundant capital inflow (also because of the exchange
rate risk) nor to high domestic capital accumulation (big public deficits!)
which could boost investment.

The economic growth of Estonia before the crisis might be labeled “cap-
ital inflow and domestic spending led growth”. The country’s net inter-
national investment position deteriorated substantially, from −48.2% of
GDP in 2000 to −81.8% in 2009. (ECB, 2010) This was not necessarily
leading to a deep international division of labour and strong export so
that the openness of the Estonian economy was not eventually impres-
sive in terms of the share of foreign trade in GDP, also in comparison
with Hungary. Of course, such a development path was unsustainable
in a longer run. This proved particularly acute when the international
financial crisis started, investors became more risk aware and averse. Es-
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tonian economy had to adjust and to become less dependent on foreign
financing.

The developments in Estonia before the crisis seem to match the paradigm
of a cycle typical for many fixed exchange rate regimes and currency
unions. The cycles are presented in the literature in Kiguel, Liviatan
(1992), Calvo, Vegh (1992), Santaella, Vela (1996), Khamis (1996). Ble-
jer and del Castillo (1996) present the role of private consumption pat-
terns in the cycle leading to the Mexican crisis of 1994; private spending
was also an important reason for large current account deficits in Esto-
nia. The typical cycle starts with economic boom, inflation and rising
current account deficits (due to real appreciation and capital inflow) and
ends up with a currency crisis or stagnation/recession due to a neces-
sary correction of high current account deficits. In the case of Estonia
this second phase coincided with or was triggered by the financial crisis
which made the economic downturn particularly acute. As a result Es-
tonia experienced a boom and bust cycle in spite of its generally very
responsible economic policy. This kind of a cycle can be also traced
in some other countries of the European Union, Italy, Spain, Portugal
(IMF, 2006, Basto, 2007) in particular.

What concerns a theoretical background of the phenomenon these cycli-
cal macroeconomic developments which can be ascribed to fixed rates/
currency unions are completely beyond the theory of optimum currency
areas. The mechanism of nominal and real divergences in a monetary
union, and more generally of the cycle typical for many fixed exchange
rate regimes, is theoretically explained with a model presented in (Ko-
ronowski 2009). The dynamics of the processes in the monetary union
are also well recognized in a paper by Blanchard (2006) who cast an
idea of “rotating slumps” and by Wyplosz (2006) elaborating on “diverg-
ing tendencies of competitiveness”.

Hungary did not applied the recommendations of the optimum currency
areas and did not try to join the Eurozone. In spite of its poor economic
policy, in particular high public deficits and pro-cyclical fiscal policy, its
economy was more stable than in Estonia. The exchange rate provided
a useful balance of payments adjustment mechanism, no matter what
was the character of the shock to be absorbed. It does not seem, either,
that inflationary cost of depreciation have been high. Hungary being less
credible than Estonia (and the forint less credible than the krone) para-
doxically avoided the boom and bust cycle typical for – mostly credible,
at least at the beginning – fixed exchange rates.
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The external shock that both countries experienced was capital outflow
(changing sentiments and perception of risk) rather than a decline in
their exports. Even though one might argue that this was a speculative,
non-fundamental change it anyway forced both countries to sharply ad-
just to this new situation in the balance of payments and to cut excessive
current account deficits. In such a scenario Estonia should be more af-
fected than Hungary if we believe that a flexible exchange rate is an
effective shock absorption mechanism. Estonia also had to adjust its
external position much further than Hungary due to its higher pre-crisis
deficits. These deficits could not be financed any longer, at least without
a major threat to the country’s credibility. The loss of credibility would
be particularly costly in the case of Estonia. For Hungary even a certain
temporary loss of credibility did not have major negative consequences.
In fact, the bail-out program for Hungary helped the country to adjust
more mildly, with less acute consequences for necessary cuts in domes-
tic spending, declining GDP and rising unemployment or – generally
speaking – at a lower economic cost.

In this context it is interesting to quote Wyplosz (2010): “Had Greece
not been part of the Eurozone, it would have long undergone a major
currency depreciation, like in Hungary in November 2008. The euro
protects Greece.” In fact, this “protection” seems to be a major part of
the problems which countries most hit by the crisis face. The euro not
only has led to major balance of payments problems of some Eurozone
countries (Koronowski 2011) and as a consequence – more often than not
– to a sharp deterioration of the fiscal stance during the crisis but it also
inhibits any viable solution of the problems. “Countries which have big
external debts, excessive current account deficits, accompanied by high
public deficits and public debts have no easy solutions to their problems
in the monetary union. Fiscal ‘consolidation’ may be a reasonable postu-
late but the reason for which the problems are so severe in some countries
is not their particularly strong fiscal expansion; fiscal ‘consolidation’ is
certainly not the remedy. Their weak fiscal stance is rather an effect than
a cause of the economic downturn and external imbalances. The trouble
is that these countries which face negative, asymmetric developments
have no economic instruments to deal with their problems; they gave up
individual monetary and exchange rate policy. Moreover, it would not
be easy to cut spending or raise taxes now when these economies are
deeply in the crisis.” (Koronowski, 2011) Fortunately for Hungary when
it had to cope with major imbalances it still had its own currency.
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This is not, however, the end of the story. It is true that Estonia gave up
the exchange rate adjustment mechanism but its economy shows aston-
ishing strength during the present recovery phase which makes it quite
exceptional (Economist, 2011). Countries caught in the trap of the sec-
ond phase of the cycle under a fixed exchange rate usually ended up
with a currency crisis (as, for example, Mexico in 1994 or Argentina
in 2001) or were condemned to pertaining recession as in the problem-
atic Eurozone countries (where situation is much aggravated by their
fiscal problems). None of that happened in Estonia. High credibility
of the country certainly matters and this might be at least some re-
ward for its responsible economic policy. However, other factors may
play crucial role in this respect. It seems that the Estonian economy
preserves fairly high nominal elasticity, in particular wages do adjust
to the economic situation (Sippola, 2011). Sticky wages and prices are
the constitutive assumption of the theory of optimum currency areas;
if wages were elastic there would be no need for the exchange rate
mechanism. In fact unit labour cost reacted to the crisis quickly and
strongly in Estonia; they first fell down in the second quarter of 2009
(as compared with previous quarter) and were declining till the end of
2010, sometimes by considerable ratios (−6% in the fourth quarter 2009)
(http://stats.oecd.org/Index.aspx?DataSetCode=ULC QUA). Only Ire-
land underwent a comparable adjustment. In most of the problematic
Eurozone countries unit labour costs remained generally stable in the
period 2009–2011. It was also the case of our “benchmark” country –
Hungary.

Summing up, Estonia before the crisis experienced a period of high but
unsustainable growth led by capital inflow and booming private spend-
ing. This ended up abruptly when the crisis forced a sudden adjust-
ment in the balance of payments. The fixed exchange rate (currency
board/Eurozone membership) was propitious to overheating of the econ-
omy before the crisis and then it could not adjust and cushion the shock;
the fixed rate caused major instability of the economy. However, it also
busted investment and economic growth which – before the crisis and
eventually on average – remained fairly high. In this sense both high
instability and high growth might be triggered by the same factor. For-
tunately, responsible fiscal policy in Estonia was important as it did not
reinforce the excessive boom in the private sector and it eased the ad-
justment process during the crisis. Moreover, the case of Estonia is fairly
exceptional due to high elasticity of wages that could to a degree do the
job which otherwise demands devaluation (“internal devaluation” took
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place). In Hungary the exchange rate of the forint, very unstable itself,
was an effective adjustment – or shock absorption – mechanism. It also
helped to mitigate the effects of poor economic policy. However, poor
policy and volatile exchange rate have not been favourable to high invest-
ment (in particular foreign capital inflow) and fast growth. Hungarian
economy was much more stable than the Estonian one – no doubt the
exchange rate helped in this respect – but poor policies had bad impact
on general credibility of the country and its currency and constrained
economic growth. In face of major imbalances Hungary was fortunate
to keep the forint and its flexible exchange rate. Whether Estonia could
achieve better results under a system of a flexible exchange rate will
remain an open question.

This limited comparison can only bring about limited conclusions. It
covers two cases which are sub-optimal, each in its own way. Hungary
had poor economic policy and Estonia had a fixed exchange rate (the
euro) which I claim was not a good choice. This makes the comparison
sharp: Hungary was not clearly worse than Estonia in spite of its
poor policy. However, it would be interesting to include in the analysis
other countries which had good policies and maintained their currencies.
Czech Republic or Sweden seem to be good candidates.

5.5 Conclusions

This chapter compared economic policies and their effects in Estonia and
Hungary before and during the recent financial and economic crisis. Both
economies exhibit major similarities but their economic policies have
been quite different. In particular, Estonia and Hungary applied opposite
exchange rate regimes; a currency board and flexible rates respectively.
Consequently, monetary policies were also different. Moreover, Hungary,
in opposition to Estonia, had a rather lax and pro-cyclical fiscal policy.

When it comes to policy results it turns out that the Hungarian econ-
omy was more stable in terms of volatility of unemployment, inflation,
GDP growth rates and current account. Hungary in the period analyzed
recorded lower average unemployment rates and current account deficits
but economic growth was faster and average inflation was lower in Es-
tonia. It is paradoxical that the Hungarian economy in spite of its low
credibility and poor policies was much closer to internal and external
equilibria than the Estonian economy. It may also seem rather strange
that Estonia recorded faster economic growth, anyway.
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Before the crisis Estonia had exorbitant current account deficits which
mirrored excessive private spending. The deficits were financed with
high capital inflows. This spurred both economic growth (high invest-
ment) and inflation. Abundant foreign financing was possible due to
high credibility of the country and its economic policies, including the
fixed exchange rate. However, such “capital inflow and domestic spend-
ing led growth” was unsustainable and when the financial crisis hit it
turned into another phase characterized with economic contraction and
balance of payments realignment without the easing impact of a flexi-
ble exchange rate. The Estonian economy was “dynamic” both in terms
of fast growth in booming years and high volatilities of major economic
data in the whole period. In Hungary the economy had not been so over-
heated before the crisis and the current account deficit was less acute.
The economic cost of balance of payments realignment was lower (in
spite of pro-cyclical fiscal policy) thanks to the flexible exchange rate of
the forint. However, even though Hungarian economy took advantage of
the realignment mechanism of the flexible exchange rate and it avoided a
boom and bust cycle, it never developed right incentives for and a milieu
propitious to high investment and growth.

The comparison of Estonia and Hungary can bring to mind doubts con-
cerning the alleged benefits of having a fixed exchange rate and eventu-
ally the common currency, even when fiscal order is preserved.
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6 Investigating the Reasons for Extremely
Different Effects of the Recent
International Financial Crisis in “New”
EU-Member States: Poland Versus the
Baltic Countries

Alfred Sitz
Vienna University of Economics and Business, Austria

6.1 Introduction

The extremely divergent economic consequences of the recent Interna-
tional Financial Crisis (IFC) in “neighboring” countries of Eastern Eu-
rope represent the core topic of this contribution17: In 2009 the three
Baltic countries experienced an economic downturn between fourteen
and eighteen percent whereas the Polish economy still grew slightly. If
one would alternatively consider the relevant effects for two years the dif-
ference would be further increased because the particular two-year Polish
growth rate from 2007 to 2009 was close to 7 percent and the economic
downturn in Latvia, e.g., for the same period reached 21 percent. This
leads to a difference of about 28 percentage points in the economic out-
come for EU countries in the same geographical area with very similar
per capita incomes at the start of the crisis18. The two-year economic
discrepancies in the economic development of Poland and the other two
Baltic countries, Estonia and especially Lithuania, have been a bit less
extreme, about 25 and 19 percentage points, respectively (see Table 16).
After implementing considerable adjustment measures all three Baltic
countries started to grow again in the second or third quarter of 2010.
In 2011 they already accomplished growth above 5 percent of GDP.

17 This is an extended version of an earlier paper on the consequences of interna-
tional financial crisis in Eastern Europe (Sitz, 2011).
18 In 2008 the per-capita incomes of Poland and the Baltic countries in purchasing

power parity were between 56 percent (Poland and Latvia) and 68 percent (Estonia)
of EU-27 average. Lithuania’s level was 61 percent.
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 Poland Latvia Estonia Lithuania EU-27 

2007 6.8 9.6 7.1 9.8 2.9 

2008 5.2 –3.3 –3.6 2.9 0.5 

2009 1.6 –17.8 –14.3 –14.8 –4.2 

2010 4.0 –0.3 2.2 1.4 2.0 

20111) 4.3 5.3 7.5 5.9 1.5 

first neg. qu.2) – II/2008 I/2008 IV/2008 IV/2008 

first pos. qu.3) – III/2010 II/2010 II/2010 I/2010 

 
 
  Table 16 Yearly Output Changes and First Quarter of Negative/

Positive Economic Development in the recent IFC
Note: 1) Preliminary and WIIW estimates

2) First negative quarter relative to one year ahead
3) First positive quarter relative to one year ahead

Source: Eurostat, TGM interface, March 2011; WIIW, 2011; WIIW, 2012.

According to the following investigation the widely different economic
outcomes19 between Poland on the one hand side and the Baltic eco-
nomies on the other – all of them countries in EU – are mainly due
to different exchange rate regimes in the two “regions” (Poland vs. the
Baltics), enormously divergent policy reactions – depending on country-
specific room for maneuver of economic policy which has also been in-
fluenced by the exchange rate strategies followed –, differing reliance on
foreign capital, and on debt denominated in foreign currency built up to
finance the long-term process of catching-up to Western economies.

In order to clarify, it should be pointed out that all of the new mem-
ber states became also members of the Economic and Monetary Union
(EMU). A few of them fulfilled the convergence criteria in the last years
and therefore have already adopted the Euro: Slovenia in 2007, Cyprus
and Malta in 2008, two non-EEC economies, Slovakia in 2009, and in
2011 also Estonia. All the others have not adopted the euro so far.
Because (nearly) all economic processes discussed and relevant for this
chapter have taken place before 2011 Estonia is considered to be a mem-
ber country “with derogation” for the period relevant, i.e. “not having
adopted the Euro” (until end of 2010). Up to this time Estonia relied on
a currency board as Lithuania has done and still does. That is a very
rigid fixed exchange rate regime, in these cases anchored to the Euro.
Also such a fixing has been and still is pursued by Latvia but as a con-
19 It might be added that in the rest of the world only Ukraine and Armenia suffered

recently to a comparably extent from this financial crisis (Aslund, 2010).
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Country Status Mechanism Regime 

PL EMU-member 
with derogation:  Flexible rates 

LA 
NOT having yet 

Since 2005: ERM II Fixed rate  

LT 
adopted Euro 

 Since 2004: ERM II Currency board  

EE 
Until end of 2010: 

Not having adopted 
Euro 

Since 2004: ERM II Currency board  

Since beginning  
of 2011:  Euro adopted  

 
 
  Table 17 Status in EMU

Note: ERM II: Exchange Rate Mechanism II
PL: Poland, LA: Latvia, LT: Lithuania, EE: Estonia

Source: Sitz, 2011.

ventional fixed exchange rate strategy. Poland (also having not adopted
the Euro) relies – contrary to the Baltic countries – on flexible exchange
rates (see Table 17).
During much of the nineties Poland had been the most successful trans-
formation economy (Becker et al., 2010). This country only relied on
limited inflow of foreign capital to finance investment and experienced
– of course no coincidence – relatively low current account deficits. As
a consequence foreign indebtedness seemed to be generally manageable.
Contrary to this strategy the catching up of Baltic countries has been
based heavily on foreign capital – and was very, very successful up to
2007, but also increasingly vulnerable (Jevcak et al., 2010, Martin, 2010).
Large capital inflows allowed high investment and also enabled to “fi-
nance” large current account deficits representing even double-digit (!)
percentage rates of GDP in the last years prior to the crises. This pro-
voked increasing vulnerability. Domestically high real growth led finally
to tensions on the labor markets and very large wage and price increases
followed by stark losses in international competitiveness of the Baltics.
Already in early 2008 – after the first clear signs of financial problems
appeared in the middle of 2007 in the US – two of these economies,
Latvia and Estonia, experienced pronounced declines in output also as a
consequence of the economic development already sketched above. When
in September 2008 Lehman Brothers went bankrupt, almost all European
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economies were heavily affected and the Baltic countries, with Latvia
hit hardest, ran into severe economic problems. The Latvian downturn
had been especially intensified by financial problems of Parex Banka,
the second-largest bank of that country, which had to be rescued by
government intervention (Purfield and Rosenberg, 2010). In all Baltic
countries the IFC led to double-digit output declines in 2009.
In what follows it will be attempted to explain the extremely different
economic consequences of the IFC in the two “regions” under considera-
tion: Poland being considered to be one and the three Baltic countries
Lithuania, Latvia, and Estonia representing the other. Additionally I
will also discuss shortly policy options which were available, e.g., with
respect to the “choice” of the exchange rate regime.

6.2 Catching up, Exchange Rate Strategy, and
Debt Structure

The economic transformation process in Central and Eastern Europe
(CEE) started at large with the break-down of communist regimes in
late 1989. In the Baltic countries it has been heavily intensified in the
early 1990s after independence from USSR.
The differences in the stage of economic development between all these
CEE countries and most economies in the “old” EU were (and still are)
pronounced (Becker et al., 2010). Per-capita incomes of these two groups
of countries in the early nineties could be described as being far apart,
but the catching-up process of CEE countries has been in general very
successful. Therefore the economic “distance” between “old” and “new”
EU-members has been shrinking. But it should be mentioned that trans-
formation and catching-up of some CEE countries (e.g. Czech Repub-
lic, Hungary) have been interrupted before IFC for different reasons or
have been proved efficient only quite late (Bulgaria, Romania). In 1990
Poland initiated the earliest and an also very successful catching-up pro-
cess. In the last decade, in early 2000s, two of the Baltic countries
(Latvia and Lithuania) were on average the fastest growing among all
CEE economies closely followed by Slovakia and Estonia (Landesmann,
2010).
To structure the 10 CEE countries20 and to understand important char-
acteristics of economic features and their framework for economic policy,
20 Eight CEE countries [Czech Republic (CZ), Estonia (EE), Hungary (HU), Latvia

(LV), Lithuania (LT), Poland (PL), Slovenia (SI), and Slovakia (SK)] became mem-
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taking into account our topic here, we should differentiate their exchange
rate regimes prevailing in the last years and – as a consequence – their
options for monetary policy: Up to 2010 eight of the ten CEE coun-
tries had not adopted the Euro. Four countries (CZ, HU, PL, RO)
follow(ed) a flexible exchange rate strategy with inflation targeting of
varying strictness and (sometimes) managed floating. Four other coun-
tries (BG, EE21, LA, LT) fixed their exchange rates since the nineties in
various versions – now they are pegged to the euro – using slightly differ-
ent versions of a currency board or having – as in the case of Latvia – a
typical fixed-exchange-rate regime. Therefore these economies couldn’t
pursue independent monetary policies, the relevant monetary stance had
to be admitted passively and depended mainly on forces driven by de-
cisions of the European Central Bank and capital market developments.
Contrary to this, it is well known that flexible exchange rates – as used
in the first four countries – allow for autonomous monetary policy. The
last two countries, Slovenia and Slovakia had already adopted the euro
before 2011. Therefore for both of these economies capital flight has
been of no special importance. Whereas Slovakia had not adopted the
euro at the outbreak of IFC in September 2008, it introduced the euro
sufficiently early so that the currency union represented a kind of pro-
tecting umbrella against dangerous capital outflow which would have
been especially relevant for a non-member.

Mainly because of short-term hyperinflation in the early transition pe-
riod public debt eroded almost generally and the (un-weighted) average
of the three groups of countries just differentiated has been around the
year 2000 approximately between 30 and 40 percent of GDP (Aslund,
2010). Until 2007 it fell almost continuously with the exception of the
group of countries with flexible exchange rates22. After joining EU in
2004 the debt ratio fell for SI and SK until 2008 quite markedly. For the
four currency-board/fixed-exchange-rate countries public indebtedness
has been reduced even from an average of 28 percent of GDP in 2000 to
only about 14 percent in 2007 (Aslund, 2010). Strong growth with bal-

bers of EU in May 2004, two more, Bulgaria (BG) and Romania (RO), at the begin-
ning of 2007. For completeness I would like to add that in 2004 also two Mediter-
ranean countries, Cyprus and Malta, joined EU.
21 It has been already mentioned that Estonia did adopt the euro as the third CEE

country at the beginning of 2011.
22 In 2008 Hungary had a public debt of about 70 percent of GDP, by far the

highest among CEE-countries. Poland had the second highest public-debt level of 45
percent of GDP.
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anced budgets or surpluses has been the reason for these developments
in this last group of countries.
After sketching public indebtedness in CEE countries before the cri-
sis in general gross foreign private and public debt will be discussed
shortly. Most of the flexible-exchange-rate countries had relatively low
gross foreign debt – less than or up to 50 percent of GDP at most: the
Czech Republic, Poland, Romania, and additionally Slovakia which –
some years before joining EMU – also had flexible rates. Hungary is the
exception in this group with a foreign debt ratio of approximately 120
percent of GDP in 2008. The other countries – excluding only Lithuania
– belong as Hungary to the club of economies with high international
indebtedness having gross debt of about 100 to 130 percent of GDP in
2008: From this group Slovenia is already using the euro (as Estonia
since 2011). Hungary – with flexible rates as already mentioned – expe-
rienced severe difficulties to cope with the consequences of the economic
turmoil starting in 2008. It had to ask for IMF support as one of the
first countries in this crisis. The remaining two economies, Latvia and
Bulgaria, had fixed rates of the classic type or via a currency board. As
long as economic expectations seemed splendid, large amounts of foreign
capital flew into these countries, thereby also financing enormous cur-
rent account deficits in the years before the crisis (Deroose et al., 2010,
EBRD, 2010).
Besides also using a currency board, data indicate a clearly better situ-
ation for Lithuania in this context. In the last years prior to the crisis
it had current account deficits larger than 10 percent of GDP, still rel-
atively “modest” compared to the three other countries with a currency
board or a fixed exchange rate (see partly Table 18). This more favorable
situation is also reflected by a gross foreign debt share of only about 70
percent of GDP in 2008. Judging based on this information might lead
to the following question: have the economic effects of the financial crisis
in Lithuania been harsher because of “contagion”? One might probably
think so because Bulgaria – also relying on a currency board – had ex-
tremely high current account deficits prior to the crisis (of more than 28
percent of GDP in 2007 and close to 24 percent in 2008) and its foreign
debt has been larger than 100 percent of GDP, whereas the economic
downturn has been with 5.1 percent of GDP in 2009 (Eurostat, 2011)
relative to Lithuania comparatively modest. But it should be added that
Bulgaria’s current account deficit was – contrary to Lithuania – financed
mainly by foreign direct investment (FDI) which led to less volatile cap-
ital flows. Differentiating by the fact whether such a deficit is financed
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Year PL LV EE LT 

2006 –3.8 –22.5 –15.3 –10.6 

2007 –6.2 –22.4 –15.9 –14.4 

2008 –6.6 –13.2 –9.7 –12.9 

2009 –3.9 8.6 3.7 4.4 

2010 –4.7 3.0 3.6 1.5 

20111) –4.1 –0.8 3.1 –1.7 

 
  Table 18 Current Account Balance Relative to GDP: 2006 to 2011

Note: 1) Preliminary and WIIW estimates

Source: IMF, 2011c, WIIW, 2012.

by FDI represents – according to Darvas and Pisani-Ferry (2008) – the
best predictor that an economy may overcome a crisis.

On the other hand an efficient predictor of crises seems to be currency
mismatch which indicates a large share of loans in foreign currency to
all domestic loans. A rising “discrepancy” of this type reduces the prob-
ability to cope with such a crisis successfully (Darvas and Pisani-Ferry,
2008). As can be seen from particular data (Aslund, 2010) for loans in
foreign currency relative to total credit, these ratios were 86 percent in
Latvia and close to 80 percent in Estonia, followed by Hungary, Lithua-
nia, Romania and Bulgaria – from almost 60 percent to about 50 percent.
On the other end of this spectrum were Poland, Slovakia, and the Czech
Republic with only a share of less than 25 percent at the end of 2008.

6.3 The International Financial Crisis and Its
Different Consequences in Poland Versus the
Baltic Countries

6.3.1 Outbreak of the Crises and Its Early Impacts

At the turn of 2007/08 the end of the real-estate boom could be felt also
in some of the European countries which were experiencing such hype
before in a remarkable way. For Western Europe see especially Spain
and Ireland. The Baltic countries also had such a boom with price in-
creases of about 130 percentage points in average (Purfield/Rosenberg
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2010)23. The break-down of these price-hikes led also to less inflow of
foreign capital and – already in early 2008 – to a significant reduction of
GDP (more than 3 percent for the whole year) in two of the Baltic eco-
nomies, Latvia and Estonia. Until the bankruptcy of Lehman Brothers
in September 2008 it was generally expected that most of Europe could
overcome this crisis, which started in the US, without pronounced nega-
tive impacts. But after the break down of Lehman the worst crisis since
the early thirties of the last century developed extremely fast: Lending
to enterprises had been reduced, came almost to a standstill between
banks, and private investment had been partly cancelled.

In many European countries goods exports fell immediately, i.e. already
in the last quarter of 2008 (!) very pronounced. This indicates an almost
sudden reaction mainly concentrated on investment and long-term con-
sumption goods and even more so on parts and components produced
internationally by vertically integrated manufacturing firms (Stöllinger,
2010) by about or more than thirty (!) percent. Especially the senti-
ments in the US and Europe could be described as being close to panic.
But some experts did not expect major consequences for CEE-countries
with the exception of those experiencing the reversal of a large hous-
ing boom. Such expectations were based on the fact that “Eastern Eu-
rope” had virtually not invested in “toxic” assets offered and sold by
US-American banks and investment houses. Indeed large amounts of
such securitized credits – partly based on subprime credit to financially
weak buyers of private homes – have been sold to Western European
banks and investors. As could be seen rather soon the crisis also spread
to Eastern Europe mainly because capital flows from the West to East-
ern Europe were significantly reduced, stopped or even reversed (EBDR,
2009): A large majority of banking assets in CEE countries belong(ed) to
daughters of Western European parent banks which were severely hit by
the fall-out of the subprime crisis (Allen et al., 2010, Lahnsteiner, 2011).
Flows induced through capital repatriation by mother banks represented
another channel of international shock transmission. This particular
strategy has been largely kept in check after the “Vienna Initiative” in
January 2009 between all the Western banks which had daughter banks
in EEC.

23 Aslund (2010) reports a little bit lower house price increases in average and
differentiates by countries: Actually – and not surprisingly – this type of booms
worked a little bit differently in the countries looked at: about 50 percent increases
of house prices in Lithuania, 100 percent in Estonia, and close to 140 percent in
Latvia.
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Dealing with this crisis from a more general point of view it has been
shown that the downturn in the “real” part of economy caused by a fi-
nancial crisis can be properly modeled (Hall, 2010). What’s difficult to
account for is the typically sluggish recovery afterwards. To model and
possibly predict such types of crisis Caballero (2010) calls for macro-
model building also encompassing the propagation mechanisms of finan-
cial disturbances which are not sufficiently taken into account so far.
Up to now these issues have been mostly discussed in the periphery of
macroeconomics and not in its core.

6.3.2 Impact of the Exchange Rate Regime Chosen

Additionally to all other problems the partial reversal of capital flows led
to a reduction of the money supply in currency board and fixed exchange
rate countries, thereby strongly deepening the economic downturn in the
Baltics. In countries with flexible exchange rates capital outflow initiated
generally very significant devaluations, in Poland of more than 30 percent
within a few months. This resulted in a sudden increase of international
competitiveness of this economy. The Polish devaluation was estimated
to have contributed positively to GDP by 3.2 percent between mid 2008
and mid 2009, during the core of the crisis (OECD, 2010, Welfe and
Florczak, 2010).

Contrary to the situation prevailing in Poland having relatively low in-
flation even when the price effects of the devaluation were especially
relevant, the Baltic countries were experiencing very inflationary de-
velopments (see Table 19) at the onset of the crisis based on massive
inflow of capital and wage and price increases already in the pipeline –
as has been mentioned above. Clearly higher inflation in 2007 compared
with the rest of EU and generally double-digit inflation in 2008 led to a
substantial loss in international competitiveness for goods and services
produced in these economies. Already existing forces of contraction have
been particularly reinforced by the IFC.

Still in 2008 Latvia, the Baltic country hit hardest, approached IMF and
EU for financial support. IMF strongly suggested to devalue Latvia’s
currency considerably to regain international competitiveness. This has
been turned down by the government – in line with public opinion. Eco-
nomic reasoning was based on the following fact: the overwhelming ma-
jority of credits in Latvia, 86 percent at the end of 2007, were loans
in foreign currency. Devaluation would have increased indebtedness of
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!

Year PL LV EE LT 

2006 1.3 6.6 4.5 3.8 

2007 2.6 10.1 6.7 5.8 

2008 4.2 15.2 10.6 11.1 

2009 4.0 3.3 0.2 4.2 

2010 2.7 –1.2 2.7 1.2 

2011 3.9 4.2 5.1 4.2 

!
Table 19 Yearly HICP Inflation Rate 2006 to 2011

Source: Eurostat, 2011, WIIW, 2012.

enterprises and private households considerably and would have led to
a large number of bankruptcies thereby magnifying economic disaster
sharply. Additionally this small economy, with just above two millions
of inhabitants, is rather open and the share of domestic value added in
exports is only limited because of the high import content. Therefore
only a very large devaluation might have led to a remarkable improve-
ment of the current account. This would have resulted in additional and
– what seems even more important – unpredictable inflationary pressure.
Based on this reasoning of Latvia’s officials the IMF gave in: no change
in the nominal exchange rate. The country relied instead on “internal de-
valuation” to accomplish large adjustment and consolidation measures,
which meant wide-spread and partly extremely sharp wage and price
reductions (Purfield and Rosenberg, 2010, Jevcak et al., 2010).

6.3.3 Economic Policy Reactions

Without ever approaching IMF the two other Baltic countries, Esto-
nia and Lithuania, also relied on similar adjustment policies. All three
economies reduced wages of public employees remarkably, Latvia, e.g.,
by 36 percent within little more than half a year! In 2009 each of the
three Baltic countries reduced public expenditure by around 10 percent
of GDP (Aslund, 2010, Purfield and Rosenberg, 2010). It should be
added that in spite of these measures the overall effects on the budgets
were still negative because receipts fell even more caused by two-digit
contractions in GDP (Purfield and Rosenberg, 2010).

Pointing at these very substantial adjustment measures one has to take
into account that Baltic governments are generally very market oriented,
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the Estonian one is considered to be the most extreme in this context.
But even more important seems to be – what must be emphasized – the
apparent political inclination of the population to accept and support
such sharp adjustment programs (Aslund, 2010).
In contrast to these Baltic policies and economic measures in response to
the severe consequences of the IFC in their countries the Polish authori-
ties reacted with expansionary monetary and fiscal policy; they reduced
the interest rate from 6 percent to 3.5 percent (OECD, 2010) and in-
creased public demand by about 4.5 percent of GDP (Anderson, 2010).
We know now about the successful navigating of Poland through this
crisis but in early 2009 experts were deeply concerned. That has been
caused especially by the fact that the Polish Zloty was devaluing very
sharply in a short time span (i.e. during the first months of the crisis).
Therefore Poland discussed and finally has reached an agreement about
the adoption of a new IMF facility, the so called “precautionary flexible
credit line facility”. It allowed the Polish authorities to rely – in case of
necessity – on funds of $ 20.5 bil. supplied by the International Mon-
etary Fund. Poland did not use this facility but it helped to stabilize
expectations and to calm financial markets. With just this motivation in
mind this facility has been “extended” in January 2011 and the relevant
amount has been increased to more than $ 30 bil. (IMF, 2011a, IMF,
2011b).
Already before the crisis started, the Polish parliament passed a law
establishing a reduction in income tax rates which came into effect only
one year later. This resulted in an additional expansionary stimulus in
the most vulnerable year (2009) positively affecting domestic demand
(OECD, 2010).

6.3.4 Foreign Indebtedness and Indebtedness in Foreign Cur-
rency

After discussing the first two factors – the type of the exchange rate
regime actually used and the nature of policy responses, respectively
– at least partly responsible for the diverging country-specific economic
outcomes during the crisis – a third aspect also relevant for explaining the
vastly different effects of the international multi-dimensional shock will
be discussed: Here we concentrate on possible vulnerability caused by a)
high foreign indebtedness and additionally b) indebtedness of domestic
economic agents in foreign currency. In a following subsection (6.3.5) also
the different public debt situations of these economies will be discussed.
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Ad a) Whereas in 2008 Poland had a ratio of gross foreign indebtedness
of less than 50 percent of GDP, these figures have been a little bit above
115 percent of GDP for Estonia and 130 percent for Latvia, respectively,
and (only) about 70 percent for Lithuania (see Figure 15). For three of
these countries these figures increased during the crisis (up to the end
of 2011), only Estonia did successfully reduce gross foreign indebtedness
by almost 20 percentage points of GDP.
Ad b) The numbers investigated differ still more widely when concen-
trating on country specific ratios of loans in foreign currency to overall
loans in that country. The relevant figures end of 2007 are 86 percent for
Latvia and close to 80 percent in Estonia, about 55 percent in Lithuania,
but less than 25 percent in Poland24. The percentage share of foreign
currency loans in overall loans increased up to the end of 2010 in all
investigated countries: in Latvia to 92 percent, in Estonia to 90 percent,
in Lithuania to 74 percent, and in Poland to 32 percent (see Figure 16).

6.3.5 Public Debt

This leads to the fourth argument which should be considered dealing
with the topic. This argument now – contrary to our results in dis-
cussion so far – would work “in favor” of the Baltic economies. For a
long time their budgets have been mainly balanced or did exhibit even
surpluses. Consequently their public indebtedness – the results of some
earlier deficits – has been very low as can be verified by using figures for
2007 based on EU-definition: less than 4 percent for Estonia, about 17
percent of GDP for Lithuania, with Latvia’s debt ratio lying in between.
Poland’s public indebtedness – in the same year – has been 45 percent
of GDP, markedly higher than in the Baltics but still clearly below the
Maastricht limit. This relatively high share of public indebtedness, the
second highest number among the CEE-member states, could have also
shaken somehow the confidence of international financial markets into
the sustainability of economic policy. It might have been an additional
reason why Poland asked for potential IMF support. It should be added
that a Polish law demands the implementation of restrictive adjustment
measures – with rising severeness – if public indebtedness reaches 50, 55
or even 60 percent of GDP. At the end of 2011 indebtedness is estimated
to have risen in Poland to about 54 percent of GDP – thus closely avoid-
ing further restrictive government measures –, in Latvia to 43 percent,
24 A result strongly influenced by Polish regulation which restricts loans in foreign

currency.
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Figure 16 Share (in percent) of Foreign Currency Loans in Total
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in Lithuania to 38, and Estonia – only marginally – to 6 percent of GDP
(WIIW, 2012).

6.4 Summary

Three arguments are at the forefront in explaining the vastly different
economic impact of the IFC in the two “regions” focused on: Differences
in the exchange rate strategy, very diverse reactions in economic policy,
and vastly different degrees of international indebtedness and encum-
brance in foreign currency.
I will begin with the last issue: When the crisis started, international
overall indebtedness of two Baltic countries had been already very high
(less so for the third economy, Lithuania), in Poland comparatively low.
There has been also a very sharp difference in the currency denomination
of loans between the two “regions”: Whereas in Poland slightly less than
a quarter of the total aggregate of loans has been denominated in foreign
currency, this ratio has been close to 80 percent in Estonia and 86 percent
in Latvia.
Taking into account such characteristics it would have been extremely
dangerous for Baltic countries to devalue their currencies after having
lost international competitiveness. Many more debtors would have been
forced into bankruptcy and the inflationary developments caused by large
depreciations would have been almost impossible to control. Therefore
these countries kept their (nominal) exchange rates fixed. Contrary to
that the Polish currency has been devalued by more than 30 percent
which increased the economy’s competiveness considerably.
This leads to our final point trying to understand the very diverse eco-
nomic outcome in the countries investigated: Besides the depreciation
of the Zloty’s exchange rate the Polish central bank reduced the interest
rate appreciably and the government used expansionary fiscal policies to
stabilize the economy when the crisis hit. Contrary to this strategy the
Baltic countries did and had to resort to a deflationary strategy: Instead
of “regular” depreciations they used and implemented “internal devalua-
tions”. In order to regain international competitiveness they reduced, at
least partly, wages and prices – and in fact reached within one year sur-
pluses in their current accounts; but these results have been also due to
strong reductions in domestic demand caused by sharply falling income.
What seems necessary is a re-orientation of the growth model (Landes-
mann, 2010, Becker et al., 2010) for the Baltic economies, e.g., which
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has been based so far very much on foreign capital allowing also extreme
current account deficits. There seems to be some reason for hope on this
matter because in 2011 Latvia and Lithuania managed to keep their cur-
rent accounts almost balanced in spite of growth rates above 5 percent.
Estonia reached a clear surplus in this account whereas even growing
more pronounced. But one can’t judge about success of economic poli-
cies after only one good year following the crisis. Whereas Poland was
steering very successfully through economic turmoil and is also growing
at a relatively high rate in the last two years, the twin deficits (in budget
and current account) and also inflation seem to be matters of concern.
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7 Liquidity Ratios of Banks in Slovakia

Pavla Vodová
Silesian University in Opava, Czech Republic

7.1 Introduction

Many banks struggled to maintain adequate liquidity during global fi-
nancial crisis (BCBS, 2009). Unprecedented levels of liquidity support
were required from central banks in order to sustain the financial system.
Even with such extensive support, a number of banks failed, were forced
into mergers or required resolution. The crisis showed the importance of
adequate liquidity risk measurement and management.

The aim of this chapter is therefore to evaluate comprehensively the
liquidity positions of Slovak commercial banks via different liquidity ra-
tios in the period of 2001–2010 and to find out whether the strategy for
liquidity management differs by the size of the bank.

There exist a relatively large number of studies which use liquidity ratios.
However, most of them use liquidity ratios only as an input for further
analysis, for example of investigation of the relationship between busi-
ness cycle and bank performance (Jiménez et al., 2010; Maechler et al.,
2007), determinants of bank lending activities (Ghosh, 2010; Tamirisa
and Igan, 2008), determinants of bank liquidity (Aspachs et al., 2005;
Bunda and Desquilbet, 2008; Moore, 2010), or for liquidity scenario anal-
ysis (Rychtárik, 2009). The other studies focus more on the liquidity of
the whole banking sector and so does not use the values of ratios of
individual banks (Andries, 2009; Praet and Herzberg, 2008; analysis of
central banks and regulatory authorities). The contribution of this chap-
ter is therefore obvious, as it evaluates the liquidity of significant part of
banks operating in the Slovak banking sector in the past ten years.

The chapter is structured as follows. After introduction as a first section,
second section defines liquidity and liquidity risk. Next section describes
methodology and data used. Section 7.4 deals with values of liquidity
ratios of Slovak commercial banks. Last section captures concluding
remarks.
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7.2 Liquidity and Liquidity Risk

Bank for International Settlements (BCBS, 2008) defines liquidity as the
ability of bank to fund increases in assets and meet obligations as they
come due, without incurring unacceptable losses. Liquidity risk arises
from the fundamental role of banks in the maturity transformation of
short-term deposits into long-term loans.

The term liquidity risk includes two types of risk: funding liquidity risk
and market liquidity risk. Funding liquidity risk is the risk that the bank
will not be able to meet efficiently both expected and unexpected current
and future cash flow and collateral needs without affecting either daily
operations or the financial condition of the firm. Market liquidity risk is
the risk that a bank cannot easily offset or eliminate a position at the
market price because of inadequate market depth or market disruption
(Drehman and Nikolau, 2009).

According to Aspachs et al. (2005), there are some mechanisms that
banks can use to insure against liquidity crises:

• Banks hold buffer of liquid assets on the asset side of the bal-
ance sheet. A large enough buffer of assets such as cash, balances
with central banks and other banks, debt securities issued by gov-
ernments and similar securities or reverse repo trades reduce the
probability that liquidity demands threaten the viability of the
bank.

• Second strategy is connected with the liability side of the balance
sheet. Banks can rely on the interbank market where they bor-
row from other banks in case of liquidity demand. However, this
strategy is strongly linked with market liquidity risk.

• The last strategy concerns the liability side of the balance sheet, as
well. The central bank typically acts as a Lender of Last Resort to
provide emergency liquidity assistance to particular illiquid insti-
tutions and to provide aggregate liquidity in case of a system-wide
shortage.

7.3 Methodology and Data

7.3.1 Liquidity Ratios

Liquidity ratios are various balance sheet ratios which should identify
main liquidity trends. These ratios reflect the fact that bank should be
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sure that appropriate, low-cost funding is available in a short time. This
might involve holding a portfolio of assets than can be easily sold (cash
reserves, minimum required reserves or government securities), holding
significant volumes of stable liabilities (especially deposits from retail
depositors) or maintaining credit lines with other financial institutions.

Various authors like Aspachs et al. (2005), Moore (2010), Praet and
Herzberg (2008) or Rychtárik (2009) provide various liquidity ratios.
For the purpose of evaluation of the liquidity positions of commercial
banks in the Czech Republic we will use following four different liquidity
ratios (13)–(16):

L1 =
liquid assets
total assets

⋅ 100 (%) (13)

The liquidity ratio L1 should give us information about the general
liquidity shock absorption capacity of a bank. As a general rule, the
higher the share of liquid assets in total assets, the higher the capacity
to absorb liquidity shock, given that market liquidity is the same for all
banks in the sample.

Nevertheless, high value of this ratio may be also interpreted as ineffi-
ciency. Since liquid assets yield lower income liquidity bears high op-
portunity costs for the bank. Therefore it is necessary to optimize the
relation between liquidity and profitability.

L2 =
liquid assets

deposits + short-term borrowing
⋅ 100 (%) (14)

The liquidity ratio L2 uses concept of liquid assets as well. However,
this ratio is more focused on the bank’s sensitivity to selected types
of funding (we included deposits of households, enterprises and other
financial institutions). The ratio L2 should therefore capture the bank’s
vulnerability related to these funding sources. The bank is able to meet
its obligations in terms of funding (the volume of liquid assets is high
enough to cover volatile funding) if the value of this ratio is 100% or
more. Lower value indicates a bank’s increased sensitivity related to
deposit withdrawals.

L3 =
loans

total assets
⋅ 100 (%) (15)

The ratio L3 measures the share of loans in total assets. It indicates
what percentage of the assets of the bank is tied up in illiquid loans.
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Therefore the higher this ratio the less liquid the bank is.

L4 =
loans

deposits + short-term financing
⋅ 100 (%) (16)

The last liquidity ratio L4 relates illiquid assets with liquid liabilities.
Its interpretation is the same as in case of ratio L3 : the higher this ratio
the less liquid the bank is.

These liquidity ratios are still in common. It is possible to calculate
them only on the basis of publicly available data from banks’ balance
sheets and it is easy to interpret their values. Their disadvantage is the
fact that they do not always capture all, or any of liquidity risk.

7.3.2 Data Used

We used unconsolidated balance sheet and profit and loss data over the
period from 2001 to 2010 which were obtained from annual reports of
Slovak banks. The panel is unbalanced as some of the banks do not
report over the whole period of time.

Table 20 shows more details about the sample. The sample includes
significant part of the Slovak banking sector (not only by the number of
banks, but also by their share on total banking assets).
 
 

Bank 01 02 03 04 05 06 07 08 09 10 

!SOB     x x x x x x 

Dexia banka Slovensko x x x x x x x x x x 

ISTROBANKA    x x x x x   

OTP Banka Slovensko x x x x x x x x x x 

Po"tová banka x x x x x x x x x x 

Privatbanka x x x x x x x x x x 

Slovenská sporite#$a x x x x x x x x x x 

Tatra banka x x x x x x x x x x 

UniCredit Bank x x x x x x x x x x 

VOLKSBANK Slovensko x x x x x x x x x x 

VÚB banka x x x x x x x x x x 
% share of observed banks on 
total assets 52 48 52 55 61 63 67 70 70 69 

 
  
Table 20 Sample of banks

Source: Author’s processing.
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7.4 Results

We have calculated four different liquidity ratios (13)–(16) for each bank
in the sample. In this chapter, we present descriptive statistics of liq-
uidity ratios. Furthermore we focus on the relationship between bank
liquidity and the size of the bank.

7.4.1 Descriptive Statistics of Liquidity Ratios

Descriptive statistics of liquidity measured by liquidity ratio L1 can be
found in Table 21. Higher value of this ratio means higher liquidity.
During the period 2001–2008, value of the ratio fluctuated only slightly.
About one-third of assets of Slovak banks were liquid assets. However,
the financial crisis has very negative impact on bank liquidity: the share
of liquid assets in total assets has decreased rapidly in 2009. The liquidity
situation has been even worse in 2010. 
 

 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 

mean 29.42 30.72 26.28 28.80 26.89 27.92 28.94 29.60 13.57 12.09 

median 26.46 31.21 23.82 24.81 24.71 27.25 27.42 27.87 13.57 11.15 

st. dev. 07.64 10.48 10.31 15.17 13.10 12.84 11.83 11.28 05.13 06.92 

max. 47.52 43.87 44.71 60.76 47.16 49.84 53.87 53.99 22.40 28.66 

min. 22.62 14.04 15.50 13.43 04.85 04.73 14.39 16.02 04.26 02.74 

 
  
Table 21 Descriptive statistics for liquidity ratio L1 (in %)

Source: Author’s calculations.

Average values can be sometimes tricky so it is useful to consider other
items of descriptive statistics as well. The lowest share of liquid assets in
total assets has mainly VÚB banka and Tatra banka. In both cases, the
volume of liquid assets decreased as a result of reduction of interbank
transaction in the respective years. Due from banks in VÚB banka
amounted to only one tenth of the values from previous years. Although
the decline in due from banks in other banks has not been so huge, the
trend has been the same. This could be a signal of market liquidity risk
– the interbank market has frozen because individual banks have not
trust to each other. Maximum values were recorded by Privatbanka and
Poštová banka which were strongly focused on trading on the interbank
market.
Table 22 contains values of the liquidity ratio L2 which has been calcu-
lated as a share of liquid assets in deposits and short-term borrowing.
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Although values of this ratio differ slightly from values of ratio L1, the
trend is the same. Results confirm that due to the financial crisis, the
liquidity of Slovak banks has sharply decreased. 
 
 

 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 

mean 36.69 36.68 30.91 35.56 33.43 37.03 042.19 042.81 16.71 16.17 

median 35.53 39.74 28.35 31.53 32.64 32.82 036.02 035.36 16.66 13.58 

st. dev. 07.94 11.06 10.74 19.08 13.11 18.18 028.83 026.85 06.22 11.64 

max. 52.89 49.91 49.49 71.51 55.03 78.40 117.97 113.44 25.53 46.36 

min. 27.62 15.75 18.01 15.60 14.45 09.95 017.89 022.14 05.68 03.73 

 
 
  Table 22 Descriptive statistics for liquidity ratio L2 (in %)

Source: Author’s calculations.

Minimum values of the ratio have occurred in VÚB banka, Tatra banka
and Slovenská sporiteľňa, which is caused by high value of deposits. Rel-
atively higher value of this ratio had UniCredit bank and Privatbanka.
According to the values recorded in Table 22, almost all Slovak banks
are sensitive to potential massive deposit withdrawals.
Descriptive statistics for liquidity ratio L3 is presented in Table 23. In-
crease in lending activity confirms that Slovak banks have become less
liquid.
 
 
 
 

 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 

mean 33.00 38.17 41.32 39.81 43.29 45.92 52.06 51.17 57.59 60.57 

median 30.86 43.09 43.71 39.42 43.98 50.01 53.94 54.55 59.48 62.65 

st. dev. 12.26 13.47 12.74 15.22 16.72 11.66 10.72 14.59 16.20 13.46 

max. 52.63 57.63 61.83 63.05 71.41 59.36 67.84 72.01 75.69 79.06 

min. 14.87 18.76 26.25 11.77 16.23 26.47 31.56 22.98 23.05 34.78 

 
  
Table 23 Descriptive statistics for liquidity ratio L3 (in %)

Source: Author’s calculations.

Minimal and maximal values indicate significant differences in business
strategies of banks. Volksbank and OTP Banka have the highest share
of loans in total assets and are most willing to provide loans. On the
contrary, Privatbanka, Poštová banka and Slovenská sporiteľňa reached
minimum values of the ratio L3. Slovenská sporiteľňa started to focus
on lending in 2004; the values of the ratio were very low until the end
of 2003. Privatbanka and Poštová banka belongs to banks that rather
than lending focus on trading with securities and on transaction on the
interbank market.

126 Part II — Chapter 7



Results of the liquidity ratio L4 can be found in Table 24. As in case of
results from Table 23, high value of this ratio means low liquidity. The
value of the last ratio also confirms that the liquidity of Slovak banks is
gradually decreasing.
 
 
 
 

 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 

mean 043.53 47.43 49.63 49.39 057.46 062.86 70.62 069.54 71.82 078.73 

median 036.40 47.31 51.79 47.10 052.68 061.82 71.06 069.32 78.90 083.54 

st. dev. 025.48 23.61 18.68 22.53 024.49 019.80 17.61 023.17 22.66 021.91 

max. 101.90 98.82 87.82 85.81 103.22 104.10 99.87 112.06 93.21 103.82 

min. 016.36 20.83 29.76 13.85 025.61 035.70 36.06 037.03 27.83 041.43 

 
 
 
 
 

Table 24 Descriptive statistics for liquidity ratio L4 (in %)
Source: Author’s calculations.

Due to significant lending activity, together with other source of fi-
nancing, OTP, ISTROBANKA and Dexia banka have the highest share
of loans in deposits and short-term financing. In contrast, Slovenská
sporiteľňa, Privatbanka and Poštová banka significantly contributed to
reducing the average value of the ratio L4. As it was mentioned above,
they do not focus only on lending.

7.4.2 Liquidity Ratios by Group of Banks

Now we focus on the relationship between the size of the bank and its
liquidity. We will take into account only the values of ratios L1 and L3,
because these ratios are easy to interpret and did not achieve so extreme
values.

As it can be seen from Figure 17, big banks are least liquid. It seems that
big banks insure against liquidity crises mainly by strategies connected
with the liability side of the balance sheet: they rely on the interbank
market or on a liquidity assistance of the Lender of Last Resort. This
finding fully corresponds to the well known “too big to fail” hypothesis.
If big banks are seeing themselves as “too big to fail”, their motivation
to hold liquid assets is limited. The liquidity of medium sized banks is
above average, the liquidity of small banks is about average. Small and
medium sized banks hold buffer of liquid assets.

The results of liquidity ratio L3 by group of banks are quite surprising:
small and medium sized banks are most willing to lend and thus theo-
retically the least liquid (see Figure 18). This is the completely opposite
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Figure 17 Liquidity ratio L1 by group of banks

Source: Author’s calculations.

 

 
 
Figure 18 Liquidity ratio L3 by group of banks

Source: Author’s calculations.
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finding. To interpret the values of both ratios together, we should con-
clude that big banks lend only little but at the same time, their liquidity
is also very low. However, it should be emphasized that the average is
deceptive in this case because it was strongly influenced mainly by the
values of Slovenská sporiteľňa (as it was mentioned above). Values of
other big banks (Tatra banka and VÚB banka) are higher and closer to
the average.

7.5 Conclusion

The aim of this chapter was to evaluate comprehensively the liquidity
positions of Slovak commercial banks via different liquidity ratios in the
period of 2001–2010 and to find out whether the strategy for liquidity
management differs by the size of the bank.

We have calculated four different liquidity ratios for each bank in the
sample. Results of ratios based on the share of liquid assets showed
that during the period 2001–2008, the level of liquidity fluctuated only
slightly. However, the financial crisis has very negative impact on bank
liquidity in 2009 and 2010. Results of ratios based on the share of loans
showed that due to the increase in lending activity, Slovak banks have
become less liquid. Almost all Slovak banks are sensitive to potential
massive deposit withdrawals. Values of ratios are influenced by business
strategy of banks.

Furthermore we focused on the relationship between the size of the bank
and its liquidity. We have found that big banks are least liquid. While
ensuring liquidity, big banks rely on the interbank market or on a liq-
uidity assistance of the Lender of Last Resort. On the contrary, small
and medium sized banks hold buffer of liquid assets. Big banks (mainly
Slovenská sporiteľňa) are simultaneously least willing to provide loans.
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8 Relationship Between Economic
Performance and Government
Expenditure in the Czech Republic

Irena Szarowská
University in Opava, Czech Republic

8.1 Introduction

The economy of the country is greatly influenced by the level and the
structure of government expenditure. The government expenditure is an
important tool for national governments to mitigate the uneven economic
development and economic shocks across individual countries. Govern-
ment expenditure plays important role in a fiscal policy of each country
as a possible automatic stabilizer as from a Keynesian perspective, there
is a view that government expenditure should act as a stabilizing force
and move in a countercyclical direction. Procyclical fiscal policy is con-
versely policy expansionary in booms and contractionary in recessions.
Serven (1998) points that procyclical fiscal policy is generally regarded
as potentially damaging for welfare: it can raise macroeconomic volatil-
ity, depress investment in real and human capital, hamper growth, and
harm the poor. If expansionary fiscal policies in “good times” are not
fully offset in “bad times”, they may also produce a large deficit bias
and lead to debt unsustainability and eventual default. If a government
respect a basic prescription that fiscal tools should function countercycli-
cal, the optimal fiscal policy involves a decreasing of government expen-
diture in “good times” and a increasing of government expenditure in
“bad times”. Contrary to the theory (it implies that government expen-
diture is countercyclical), a number of recent studies found evidence that
government expenditure is procyclical. See Hercowitz and Strawczynski
(2004), Alesina et al. (2008), Rajkumar and Swaroop (2008 or Ganeli
(2010) for more details. Talvi and Vegh (2005) show that fiscal procycli-
cality is evident in a much wider sample of countries. Lane (1998) finds
procyclicality in a single-country time series study of Irish fiscal policy.
As Fiorito and Kollintzas (1994) document for G7 countries, the cor-
relation between government consumption and output indeed appears
to show no pattern and be clustered around zero. Lane (2003) also
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shows that the level of cyclicality varies across expenditure categories
and across OECD countries. Abbot and Jones (2011) test differences in
the cyclicality of government expenditure across functional categories.
Their evidence from 20 OECD countries suggests that procyclicality is
more likely in smaller functional budgets, but capital expenditure is more
likely to be procyclical for the larger expenditure categories. Many of
researches like Gavin et al. (1996), Gavin and Perotti (1997) focuse on
Latin America. Previously published studies are weakly supported by
the data particularly in emerging and post-transition economies in which
results can vary. We would like to eliminate the literature gap in this
field and analyze government expenditure in the Czech Republic. The
aim of the chapter is to provide direct empirical evidence on business
cycle relation between Gross Domestic Product (GDP) government ex-
penditure (G) and estimate long-run relationship between these variables
in the Czech Republic.

We follow Abbot and Jones (2011) and apply the cross-correlation tech-
nique and cointegration on annul data of GDP and government expen-
diture during the period 1995–2010 from the Ministry of Finance of the
Czech Republic. The chapter is organized as follows. In the next section,
we describe the dataset and empirical techniques used. In Section 8.3,
we present the results of government expenditure development and cross-
correlation. In Section 8.4, we estimate long-run relationship between
output and government expenditure. In Section 8.5, we conclude with a
summary of key findings.

8.2 Data and Methodology

The dataset consists of annual data on total gross domestic product
(GDP), household consumption (CH), gross capital formation (I), im-
port (M), export (X) and main public expenditure variables – total gov-
ernment expenditure (G), current government expenditure (GC), non-
investment transfers to population (GCP), capital government expendi-
ture (GI) during the period 1995–2010 (the longest available time se-
ries). All the data (in millions CZK) were collected from the Ministry
of Finance of the Czech Republic and were adjusted at constant prices.
We converted all series into logs and applied the Hodrick-Prescott fil-
ter with smoothing parameter 100 to each series with the aim to isolate
the cycle component of time series. We apply cross-correlation to all
combinations of GDP – category of government expenditure. Johansen
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cointegration test and the error correction model (ECM) were used to
estimate the long-run relationship between output and government ex-
penditure predicted by, for example, Wagner’s Law. Most of the results
were calculated in econometric program Eviews 7.

Many studies point out that using non-stationary macroeconomic vari-
able in time series analysis causes superiority problems in regression.
Thus, a unit root test should precede any empirical study employing
such variables. We decided to make the decision on the existence of
a unit root through Augmented Dickey–Fuller test (ADF test). The
equation (17) is formulated for the stationary testing.

∆xt = δ0 + δ1t + δ2xt−1 +
k

∑
i=1
αi∆xt−i + ut (17)

ADF test is used to determine a unit root xt at all variables in the time
t. Variable ∆xt−i expresses the lagged first difference and ut estimate
autocorrelation error. Coefficients δ0, δ1, δ2 and αi are estimated. Zero
and the alternative hypothesis for the existence of a unit root in the xt
variable are specified in (18). The result of ADF test, which confirms
the stationary of all time series on the first difference, is available on
request.

H0: δ2 = 0, Hε: δ2 < 0 (18)

The cross-correlation assesses how one reference time series correlates
with another time series, or several other series, as a function of time
shift (lag). Consider two series xi and yi where i = 0,1,2, . . . ,N −1. The
cross correlation r at delay d is defined as:

r =
∑i[(xi −mx) ⋅ (yi−d −my)]

√

∑i(xi −mx)
2 ⋅

√
(yi−d −my)

2
(19)

where mx and my are the means of corresponding series.

The Hodrick-Prescott (HP) estimates an unobservable time trend for
time series variables. Let yt denote an observable macroeconomic time
series. The HP filter decomposes yt into a non-stationary trend gt and
a stationary residual component ct, that is:

yt = gt + ct (20)
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We note that gt and ct are unobservables. Given an adequately chosen,
positive value of λ, there is a trend component that will minimize:

min
T

∑
t=1

(yt − gt)
2
+ λ

T

∑
t=2

[(gt+1 − gt) − (gt − gt−1)]
2 (21)

The first term of the equation is the sum of the squared deviations which
penalizes the cyclical component. The second term is a multiple λ of the
sum of the squares of the trend component’s second differences. This
second term penalizes variations in the growth rate of the trend compo-
nent. The larger the value of λ, the higher is the penalty. Hodrick and
Prescott advise that, for annual data, a value of λ = 100 is reasonable.
The Johansen method (1991) applies the maximum likelihood procedure
to determine the presence of cointegrating vectors in non-stationary time
series as a vector autoregressive (VAR):

∆xt = C +
K

∑
i=1
χi∆xt−i + πZt−1 + ηt (22)

where xt is a vector of non-stationary (in log levels) variables and C is the
constant term. The information on the coefficient matrix between the
levels of the Π is decomposed as Π = α ⋅ β′, where the relevant elements
the α matrix are adjustment coefficients band the β matrix contains the
cointegrating vectors. Johansen and Juselius (1990) specify two likeli-
hood ratio test statistics to test for the number of cointegrating vectors.
The first likelihood ratio statistics for the null hypothesis of exactly r
cointegrating vectors against the alternative r + 1 vectors is the maxi-
mum eigenvalue statistic. The second statistic for the hypothesis of at
most r cointegrating vectors against the alternative is the trace statistic.
Critical values for both test statistics are tabulated in Johansen–Juselius
(1990). If the variables are non-stationary and are cointegrated, the ad-
equate method to examine the issue of causation is the Error Correction
Model (ECM), which is a Vector Autoregressive Model VAR in first dif-
ferences with the addition of a vector of cointegrating residuals. Thus,
this VAR system does not lose long-run information.

8.3 Development and the Cyclicality of
Government Expenditure

Government expenditure can help in overcoming the inefficiencies of the
market system in the allocation of economic resources. It also can help
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in smoothing out cyclical fluctuations in the economy and influences a
level of employment and price stability. Thus, government expenditure
plays a crucial role in the economic growth of a country. Table 25 shows
basic descriptive statistic of variables. 

 
 

 CH G GC GCP GDP GI I M X 

Mean 1278617 744674.7 673966.9 288318.9 2558477 69731.92 724947.4 1523074 1544734 

Median 1231485 719603.2 670382.9 289010.5 2425435 60410.39 695372.5 1502702 1470185 

Maximum 1537613 945092.3 838700.2 367995.1 3187090 107399.0 922405.8 2048537 2130713 

Minimum 1077138 591649.4 528416.3 193540.3 2126856 46121.67 599822.4 1105593 1028534 

Std. Dev. 158263.6 137075.0 120406.8 52547.39 387693.6 20963.38 93207.26 314522.7 398837.1 

Skewness 0.465746 0.312158 0.147651 –0.060566 0.423212 0.737537 1.006580 0.168476 0.177966 

Kurtosis 1.752071 1.479370 1.417136 2.027612 1.575054 2.040652 3.272710 1.813518 1.630669 

Jarque-Bera 1.616670 1.801391 1.728441 0.640141 1.831270 2.064127 2.751457 1.014184 1.334503 

Probability 0.445599 0.406287 0.421380 0.726098 0.400262 0.356271 0.252656 0.602244 0.513117 

Sum 20457875 11914795 10783471 4613102 40935630 1115711 11599158 24369184 24715740 

Sum Sq. Dev. 3.76E+11 2.82E+11 2.17E+11 4.14E+10 2.25E+12 6.59E+09 1.30E+11 1.48E+12 2.39E+12 

Observations 16 16 16 16 16 16 16 16 16 

 
  

Table 25 Descriptive statistics
Note: household consumption (CH), gross capital formation (I), import
(M), export (X), gross domestic product (GDP), total government expen-
diture (G), current government expenditure (GC), non-investment trans-
fers to population (GCP), capital government expenditure (GI)

Source: Author’s calculations based on data from the Ministry of Finance
of the Czech Republic.

8.3.1 The Structure of Government Expenditure and Its De-
velopment

Firstly we analyzed the structure of government expenditure in a period
1995–2010. Figure 19 shows the share of capital expenditure GI and
current expenditure GC on total government expenditure. Figure is
complemented by share of non-investment transfers to population GCP
on total government expenditure.

Current expenditure was higher than 88% of total government expendi-
ture during the whole analyzed period. Its share on total government
expenditure grew until 2002, when it reached a peak (93.4%). In sub-
sequent years, the proportion gradually declined up to 88.7% of total
government expenditure in 2010. Current expenditure included expen-
diture on expenditure on wages and salaries, other payments for work
done, and premiums, non-investment purchases and related expenditure,
non-investment transfers to private entities, non-investment transfers to
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!

Figure 19 Share on total government expenditure in percentage
Note: capital government expenditure (GI),current government expen-
diture (GC), non-investment transfers to population (GCP)

Source: Author’s calculations based on data from the Ministry of Fi-
nance of the Czech Republic.

public entities and between intra-entity money funds, non-investment
transfers to population, non-investment transfers to the municipalities,
non-investment loans, non-investment transfers to National Fund. Non-
investment transfers to population were the highest item on current ex-
penditure. Its share on current expenditure varied between 35.5% and
46.6%. The smallest value was in 1996 and it was due to government
saving packages. In 2000, the highest value was connected with populism
coupled with election.

8.3.2 The Cyclicality of Government Expenditure

As was already noted, government expenditure is a possible automatic
stabilizer. From this point of view, government expenditure should move
in a countercyclical direction. We decided to assess the relationship be-
tween GDP and government expenditure and we analyzed the correlation
between cycle components of GDP and main government expenditure
categories. Figure 20 shows GDP and government expenditure before
and after using HP filter.
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Figure 20 Development of GDP and government expenditure
Source: Author’s calculations based on data from the Ministry of Fi-
nance of the Czech Republic.
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Correlation is a statistical technique that can show whether and how
strongly pairs of variables are related. The correlation coefficient can
vary from −1 to +1. The correlation coefficient −1 indicates perfect neg-
ative correlation, and +1 indicates perfect positive correlation. Its value
smaller 0.4 means weak correlation, from 0.4 to 0.7 moderate correlation
and higher than 0.7 express strong correlation. A positive correlation co-
efficient indicates the procyclicality of government expenditure, negative
value means that variables are countercyclical and value close to zero
express acyclicality. We run cross-correlations for all possible combina-
tions of total GDP and government expenditure. But it is necessary have
on mind, that total GDP is significantly influenced by government con-
sumption. So we decided to eliminate the impact of general government
consumption on GDP and we also calculated cross-correlations for all
possible combinations of other GDP components (household consump-
tion, gross capital formation, import, export) and government expendi-
ture. The results are reported in Table 26. Here we present coefficients
with no lag / lead; all results are available on request. 

 
 

Variables Correlation 
coefficient Correlation Cyclicality 

G & GDP 0.7667 strong positive procyclical 

GI & GDP 0.7133 strong positive procyclical 

GC & GDP 0.4760 moderate positive procyclical 

GCP & GDP –0.1593 weak negative countercyclical 

GI & CH 0.3873 weak positive procyclical 

GI & I 0.2991 weak positive procyclical 

GI & X 0.3101 weak positive procyclical 

GI & M 0.2589 weak positive procyclical 

GC & CH 0.5382 moderate positive procyclical 

GC & I 0.5955 moderate positive procyclical 

GC & X 0.3811 weak positive procyclical 

GC & M 0.5371 moderate positive procyclical 

GCP & CH –0.1037 weak negative countercyclical 

 
  

Table 26 Cyclicality of government expenditure
Note: gross domestic product (GDP), total government expenditure (G),
current government expenditure (GC), non-investment transfers to popu-
lation (GCP), capital government expenditure (GI), household consump-
tion (CH), gross capital formation (I), import (M), export (X)

Source: Author’s calculations based on data from the Ministry of Finance
of the Czech Republic.
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The results indicate significant difference across GDP components. The
cyclical properties of total GDP are found as strong positive correlated
to total government expenditure and capital government expenditure,
moderate positive correlated to current government expenditure. It can
be explained by a significant proportion of government consumption on
total GDP. Interesting results were found between total GDP and non-
investment transfers to population as the correlation coefficient was weak
negative and it confirms countercyclical relation between these expendi-
ture and GDP. It is in line with theory recommendation. Contrary to the
theory, the correlation coefficients of GDP components and expenditure
variables were, in average, weak positive and it reports procyclical de-
velopment of these sub-categories of government expenditure and GDP
components. The only exception is relation between non-investment
transfers to population GCP and household consumption CH as the
correlation coefficient (−0.1) was found weak negative and it reported
countercyclical development.

8.4 Long-Run Relationship Between Government
Expenditure and GDP

We also analyzed the long-term relationship between GDP, GDP com-
ponents and government expenditure variables. The Johansen cointe-
gration test, which is also used in this chapter, is nowadays frequently
used for testing cointegration. Assumption for implementation of coin-
tegration is done by the fact that time series are stationary at first dif-
ference. Individual series are non-stationary, but their common cointe-
gration movement in a long time lead (for example as a result of various
market forces) to some equilibrium, though it is possible that in the case
of short time periods there is a misalignment of such a long balance.
The aim of cointegration test is to determine the number of cointegra-
tion relations r in the VAR models. It is also necessary to identify an
optimal time lag. The optimal time lag is two periods (years) and it was
found with using Akaike information criterion, Schwarz information cri-
terion and Hannan-Quinn information criterion applied to estimation of
the non-differenced VAR model. The results of Johansen cointegration
test proved the existence of the long-run positive relationship between
total GDP and non-investment transfers to population, and between
non-investment transfers to population and household consumption (see
Table 27).

Part II — Chapter 8 139



 
 
 

Variables Cointegration Number of 
cointegration equitions 

G & GDP no 
 

GI & GDP no 
 

GC & GDP no  
GCP & GDP yes 1 

GI & CH no 
 

GI & I no 
 

GI & X no 
 

GI & M no 
 

GC & Ch no  
GC & I no  
GC & X no 

 
GC & M no 

 
GCP & CH yes 1 

 
 
  Table 27 Cointegration between variables

Note: gross domestic product (GDP), total government expenditure (G),
current government expenditure (GC), non-investment transfers to popu-
lation (GCP), capital government expenditure (GI), household consump-
tion (CH), gross capital formation (I), import (M), export (X)

Source: Author’s calculations.

Cointegration equations have for the cointegrated variables the form ex-
pressed in (23) and (24).

∆GDP = 1.106 ∆GCP + 0.360 (23)

(0.201)∗

∆GCP = 1.183 ∆CH − 1.757 (24)

(0.163)∗

A symbol ∆ means difference of log variables: totalGDP, non-investment
transfers to population GCP, household consumption CH. A symbol ∗

denotes significance at 1% level. The above equation shows that increase
of non-investment transfers to population GCP by 1% is connected with
increase GDP by 1.1%. We can find similar relationship between in-
creasing CH and GCP (1.18%).

The cointegration regression considers only the long-run property of the
model, and does not deal with the short-run dynamics explicitly. There-
fore, ECM is used to detect these fluctuations as it is an adequate tool to
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examine the short-run deviations necessary to the achievement of long-
run balance between the variables. Here, the optimal number of lag is
two as was found. We define the ECM for variables GDP and GCP in
(25) and (26), the ECM for variables GCP and CH is analogical.

∆GDP t = α0 + ω1(GDP t−1 − γGCP t−1) + α1∆GDP t−1 +

+ α2∆GDP t−2 + α3∆GCP t−1 + α4∆GCP t−2 + u1t (25)

∆GCP t = β0 + ω2(GDP t−1 − γGCP t−1) + β1∆GDP t−1 +

+ β2∆GDP t−2 + β3∆GCP t−1 + β4∆GCP t−2 + u1t (26)

In (25) and (26), GDP t and GCP t are cointegrated with cointegrating
coeffiient γ, α0 and β0 are constants of the model, ω1 and ω2 note the co-
efficients of cointegration equition, u1t and u2t mean residual components
of long-term relationship. The model specification was tested by several
residual components tests. We used the autocorrelation LM-test based
on Lagranger multipliers, the normality test, and heteroskedasticity test.
The performed tests reject the existence of all three phenomena. The
results of the ECM for founded cointegrations are reported in Table 28.
Standard errors are in parenthesis. 

 
 

Cointegration Dependent 
variable !1 resp. !2 "1 resp. #1 "2 resp. #2 "3 resp. #3 "4 resp. #4 "0 resp. #0 

GDP and GCP 

GDPt 
–0.326 0.580 –0.502 –0.051 –0.048 0.014 

(0.306) (0.355) (0.465) (0.270) (0.209) (0.011) 

GCPt 
0.332*** 0.114 –0.121 –0.447** –0.2*** –0.2* 

(0.202) (0.234) (0.306) (0.178) (0.137) (0.007) 

GCP and CH 
GCPt 

–0.219 0.375** –0.118 0.047 –0.324 0.027* 

(0.241) (0.194) (0.157) (0.284) (0.313) (0.008) 

CHt 
0.477** –0.126 0.0 0.011 –0.090 0.013*** 
(0.245) (0.198)  (0.289) (0.319) (0.008) 

 
 
 
 

Table 28 Cointegration between variables
Source: Author’s calculations.

Symbols ∗, ∗∗ and ∗∗∗ denote significance at the 1%, 5% and 10% level.
The findings report that the ECM does not provide significant results for
short-run relationship between variables. Long-run relationship between
GDP and non-investment transfers to population GCP is significant
only at 10% level. In the case of non-investment transfers to population
GCP and household consumption CH, the ECM through lagged values
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explains convergence to long-run relationship in the context of short-run
shocks and dynamics at the standard level. Adjusted coefficients express
the speed of return to equilibrium. Here it means that about 47.7%
of disequilibrium is corrected each period (year) by changes in GCP.
We proved long-run relationship between GCP and CH and the value
of coefficient suggests that household consumption CH tends to follow
non-investment transfers to population GCP (adjusting coefficient for
CH is higher than for GCP) and it adapts to non-investment transfers
to population GCP changes.

8.5 Conclusion

The aim of this chapter was to provide direct empirical evidence on
business cycle relations between GDP and government expenditure in
the Czech Republic from 1995 to 2010. Government expenditure plays
important role in a fiscal policy as it can help to reduce cyclical fluctu-
ations in the economy. Many studies suggest government expenditure is
procyclical despite the recommendations of the theory, our research also
proves it. The results confirm procyclical development of government ex-
penditure on GDP in the Czech Republic during 1995–2010. The cyclical
properties of total GDP were found as strong positive correlated to total
government expenditure and capital government expenditure, moderate
positive correlated to current government expenditure. It can be ex-
plained by a significant proportion of government consumption on total
GDP. The correlation coefficient between total GDP and non-investment
transfers to population as was weak negative and it confirms counter-
cyclical relation between these variables. When GDP components were
analyzed, most expenditure categories correlated weak positive and it
suggests procyclical movement of expenditure variables. The only ex-
ception is relation between non-investment transfers to population GCP
and household consumption CH (and GDP also) as the correlation co-
efficient (−0.1) was found weak negative and it reported countercyclical
development. It is in line with theory recommendation of using public
expenditure as automatic stabilizer.

We also analyzed the long-term relationship between GDP components
and the government expenditure variables. The results of Johansen coin-
tegration test proved the existence of long-run positive relationship only
between non-investment transfers to population GCP and household
consumption CH at the standard level. As findings verify, household
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consumption CH tends to follow non-investment transfers to popula-
tion GCP and it adapts to non-investment transfers to population GCP
changes. The tests indicated no cointegration between GDP and other
government expenditure variables.
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9 Common Agricultural Policy – the Most
Common EU Policy the Least
Homogenous

Barbara Wieliczko
National Research Institute, Poland

9.1 Common Agricultural Policy in Brief

The history of common agricultural policy (CAP) started in the Treaty
of Rome, signed in 1957, with the stipulation of this policy’s aims. These
have not been altered so far. Currently they are presented in the article
33 of the Treaty Establishing the European Community and are written
as follows:

a) “to increase agricultural productivity by promoting technical pro-
gress and by ensuring the rational development of agricultural pro-
duction and the optimum utilisation of the factors of production,
in particular labour;

b) thus to ensure a fair standard of living for the agricultural commu-
nity, in particular by increasing the individual earnings of persons
engaged in agriculture;

c) to stabilise markets;

d) to assure the availability of supplies;

e) to ensure that supplies reach consumers at reasonable prices.”

Decades of implementation of CAP witnessed numerous policy modifi-
cations and reforms. Policy toolkit was revised a number of times with
some policy instruments cancelled, some added and some modified. Ini-
tially the core of the policy consisted of market intervention instruments.
This was due to the shortages in supplied resulting from the distraction
of agriculture during the World World II. Farmers were encouraged to
produce more and more. This policy already in the 60s led to surpluses
in some agricultural markets and exacerbated the costs of running the
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CAP. Therefore the intervention prices were lowered. Yet, the changes
did not stop pilling up of surpluses and increasing amounts spent on this
policy. A next step was the introduction of production limits for some
agricultural products, like milk or sugar.

The most significant CAP reform was decided in 1992. Instead of a sys-
tem of intervention prices a compensatory direct payments mechanism
was launched. The amounts offered were based on income losses related
with the cancelation of intervention system. This change led to a di-
versification in the support given to farmers in different countries that
was further extended by the introduction of Pillar 2 of the CAP that
happened in 199925.

With each EU programming period the CAP undergoes some changes.
Yet, its structure has not been changed since 2000 and it includes:

• Pillar 1 consuming over 75% of the CAP’s budget and consisting
of direct payments and market intervention mechanism;

• Pillar 2 given about 25% of the CAP’s budget and encompassing
instruments for rural development.

The changes applied with the reform of 2003 and health check were
generally an introduction to a next reform. They brought into discussion
such vital issues as simplification of the CAP and risk management, yet
with no real policy alterations (Figure 21).

9.2 CAP’s Current Challenges in the Context of
the EU Strategy “Europe 2020” and the Crisis

In 2020 the European Commission published a new strategy for the Eu-
ropean Union that was to replaced the Lisbon Strategy. In this new
document it named three mutually reinforcing priorities for its develop-
ment:

1. “Smart growth: developing an economy based on knowledge and
innovation.

2. Sustainable growth: promoting a more resource efficient, greener
and more competitive economy.

25 A more detailed brief history of the CAP can be fund in the publication: Euro-
pean Commission, Directorate General for Agriculture and Rural Development, The
Common Agricultural Policy Explained.
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3. Inclusive growth: fostering a high-employment economy delivering
social and territorial cohesion.”26

The challenges considered by the EC as the most important are: glob-
alization, pressure on resources and aging. It seems that the last two
should be widened and be named as nature concerns (including both
climate change and depleting resources) and demographic changes.

In the context of agriculture EC named in its CAP reform proposal
package three policy aims:

1) viable food production;

2) sustainable management of natural resources and climate action;

3) balanced territorial development.27

26 European Commission (2010). Communication from the Commission – Europe
2020. A strategy for smart, sustainable and inclusive growth. COM(2011)2020, p. 3.
27 European Commission (2011). Proposal for a Regulation of the European Par-

liament And Of The Council establishing a common organisation of the markets in
agricultural products (Single CMO Regulation). COM(2011)625, p. 2.
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These general priorities do not show the complexity of challenges facing
agriculture in the EU. In the context of general economy crisis and cli-
mate change issues the EU agriculture has to struggle with decreasing
competitiveness of its agriculture. This is a result of numerous reason
such as entering the global food market by agricultural production from
China, Russia and many other country not present there in the recent
years, GMO production especially in USA and Brazil and higher health
and animal welfare standards in the EU compared with the other parts
of the world. All this leads to lower production costs outside the EU and
reduces the competitive potential of the EU agriculture.

9.3 European Commission’s Proposal of Reforming
CAP

For the new financial perspective 2014–2020 the EC prepared a reform
of the CAP. This has as its key aim facing the challenges named in
the strategy “Europe 2020”. Yet, it should also serve strengthening the
synergy effect between other EU policies and the CAP’s pillar 2. The
proposal presented by the EC in October 2011 are the keystones of the
new CAP. The overview of the proposed regulations shows that there is
no real revolution planed in any field of the CAP. This is a result of lack
of political will and long-term vision.

The two pillar structure is to be preserved together with the division of
budgetary resources. For pillar 1 the allocation of 317.2 billion euro is
planed, whereas for pillar 2 only 102.1 billion euro in the period 2014–
2020.

The changes in policy instruments to be applied are also not revolution-
ary. Some rural development instruments, least efficient or considered
to have already served their purpose, are to be eliminated and replaced
by new ones. The most significant change in the future CAP is a new
direct payments’ system. It is to be applied in the whole EU and offer a
flatter rates of payment than the current ones. Moreover, it will include
a so-called greening component with 30% of the national financial en-
velope for payments for agricultural practises beneficial for the climate
and the environment to farmers who apply three practises beneficial for
the climate and the environment:

• have three different crops on their arable land where the arable
land of the farmer covers more than 3 hectares and is not entirely
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used for grass production (sown or natural), entirely left fallow or
entirely cultivated with crops under water for a significant part of
the year;

• maintain existing permanent grassland on their holding; and
• have ecological focus area on their agricultural area28.

The proposals have not been discussed yet at the EU level. However,
the opinions expressed by different official from EU member states and
farmers’ lobby groups suggest that the final shape of the CAP in the
period 2014–2020 can be much different that the EC’s proposal.

9.4 CAP as a Base for Creating Common Fiscal
Policy

Among the EU member state the differences in accounting, social se-
curity systems or fiscal policies are still enormous. This does not only
influence the competitiveness of each of the countries and inequitable
conditions of functioning in the common market regulations but it also
creates a problem when an EU policy instruments with a financial sup-
port for a given branch or sector are applied. This is the case of the
CAP. From the very beginning of this policy’s implementation this issue
was not taken into account. This was not an important problem in the
period when the food supplies were still not matching the demand of the
EU consumers.
Yet, when the postwar food shortages ended it was the right time to start
working on the data on costs, revenues and incomes. Huge diversity in
natural conditions for conducting agricultural activity as well as capital
equipment and technologies applied lead to significant differences in ef-
ficiency. Therefore, the support received within the agricultural policy
plays a different role depending on the region and type of production.
Moreover, differences in general economic situation in a given country
and its fiscal policy as well as social security safety net strongly influence
the actual gains from agricultural activity. Agricultural policy at the na-
tional level must also be added to that. All these differences create for
the EU farmers conditions of conducting their agricultural activity that
can be called anything but common.
Undoubtedly, the differences in natural endowment are an unchangeable
part of the agriculture. Yet, all external conditions influenced by author-
ities could be homogenized. The EU already in 1965 started to compile
28 Article 29.
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statistical data on economic performance of its farmers. An EU wide
accountancy network called Farm Accountancy Data Network (FADN)
serves this purpose. It enables the evaluation of incomes in agriculture
and impacts of the CAP. In each member state there is a special unit re-
sponsible for carrying out an annual survey in a representative group of
agricultural holdings. The data collected is processed using harmonized
bookkeeping principles. Yet, the national differences lead to certain sim-
plifications in the approach towards particular economic events that have
to be filled under adequate titles present in the FADN system.

The most important shortcoming of FADN is that it does not cover all
the agricultural holding operating in the EU. The choice of representa-
tive farms for all the regions, sizes and types of farming is limited to the
units that “due to their size could be considered commercial”29. Cur-
rently it includes approximately 80,000 holdings, representing 6,400,000
farms. This limitation makes the data on incomes and their changes
often contested by the politicians.

Detailed information on costs, incomes from agricultural activity and
received support could be used not only to access efficiency but also to
test the tax and social security burden. Nowadays, such comparisons are
not made and the FADN based analyses are limited only to efficiency
of all the production factors. The process of unification would not be
easy. For the time being it should be restricted only to tax burden paid
by the farmers. The effort of conducting such a task is worth while
as such an experiment could show both the impact of fiscal policy on
agriculture when compared with the data already available and reduce
the number of factors differing the conditions of conducting agricultural
activity. Moreover, it would be possible to create a simpler system of
supporting farmers’ incomes that direct payments. As the balance of
subsidies and taxes is in all the EU member states is positive, it is clear
that the farmers are net receivers of support. They could be exempt
from income taxes and receive lower direct payments decreased by these
amounts.

As it comes to other taxes, especially VAT, the rates should be homoge-
nized. Naturally this would create a significant burden on administration
responsible for tax collection. Moreover, farmers in the countries with
the lowest tax rates would be hit the hardest. Yet the already highly
developed control system and data bases used for the direct payments.
Therefore the implementation of common taxes should not be that much
29 http://ec.europa.eu/agriculture/rica/concept en.cfm
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of a problem. The only serious problem lies in different systems of tax-
ation applied to agriculture all over the EU. This is show in the relation
of taxes to subsidies and the lack of VAT on investment in numerous
countries.

The FADN data show that currently taxes paid by the farmers in the EU-
1530 are only a friction of the subsidies31 received by them (Figure 22).
In the period 1994–2008 the average relation between taxes and subsidies
was lower than 7%. The median is even lower with the average lower
than 4%. This shows a great diversity of the level of tax burden among
the EU-15 member states.
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Figure 22 EU-15 Taxes (SE390) to total subsidies excluding on
investment (SE605) in EU-15 in the period 1994–2008
(in %)
Source: Own elaboration based on FADN data.

The highest ratio of taxes to subsidies is observed in the Netherlands
with the average for the analysed period of almost 41% (Table 29). The
second highest ratio was in Italy – over 14%. Whereas the lowest was
noted in Sweden – 0.5%. Also Finland and Ireland had the averages
lower than 1%.

30 EU members that joined the EU before 2000.
31 Titles of figures and tables give the names and codes of the FADN variables.

Definitions of FADN variables are presented in the Section 9.7 (Appendix, p. 158).
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Table 29 Taxes (SE390) to total subsidies excluding on investment
(SE605) in EU-15 countries in the period 1994–2008, in %
Source: Own elaboration based on FADN data.

152 Part II — Chapter 9



Also among the EU-12 countries32 there are huge differences in the level
of taxation in agriculture as a relation to subsidies received (Table 30). In
case of these countries the generally falling tax burden is partly explained
by a gradual increase of the EU direct payments received by the farmers
in these countries. The lowest tax burden in this group of the EUmember
states is observed in Slovenia and Cyprus and the highest in Romania.

  

 
 
 

Country 2004 2005 2006 2007 2008 
Bulgaria*    7.8 1.5 

Cyprus 0.7 0.1 0.2 1.2 0.8 

Czech Republic 10.4 7.2 5.7 5.4 4.6 

Estonia 1.8 1.7 1.8 1.4 1.4 

Hungary 7.0 8.8 3.9 4.9 5.3 

Latvia 3.8 3.2 2.0 2.1 2.0 

Malta 0.9 1.2 0.5 0.5 0.8 

Poland 9.7 10.7 6.2 6.7 7.0 

Romania*    10.3 10.3 

Slovakia 17.5 10.2 7.4 6.4 6.7 

Slovenia 0.7 0.4 0.5 0.6 0.4 

EU-12 average 6.7 6.1 5.4 5.8 6.3 

EU-12 median 3.8 3.2 2.0 4.9 2.0 

 
 
 Table 30 Taxes (SE390) to total subsidies (SE610) in EU-12 in the

period 2004–2008 (in %)
Note: * No data available as the country was not an EU member.

Source: Own elaboration based on FADN data.

The data on VAT balance excluding VAT on investment shows that there
are several countries where farmers financial positions are not affected
by this tax (Table 31). On average the EU-27 farmers have a positive
VAT balance. Yet the situation varies. There are several countries with
a negative balance. The most affected by this tax are farmers in Slovenia
with about 600 euro in negative. Whereas farmers in Austria, Germany
and Luxembourg have positive balances of over 2000 euro.

In case of investment the situation of the European farmers is even
more diverse. The comparison of subsidies on investment to VAT on
investment shows a different situation than the already presented rela-
tion between taxes and subsidies (excluding the ones on investment).
On average subsidies on investment received by the EU farmers balance
their VAT on investment obligations, with a median showing that the
32 EU member countries that joined the EU in 2004 and 2007.
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Country 2004 2005 2006 2007 2008 

Belgium 1466 1547 1539 1511 780 

Bulgaria – – – 0 0 

Cyprus –19 –1 0 0 0 

Czech Republic 0 0 0 0 0 

Denmark 0 0 0 0 0 

Germany 2274 2112 2686 3675 2766 

Greece –1 42 69 88 43 

Spain 366 363 190 356 150 

Estonia 168 149 139 163 147 

France –2 –1 –2 –2 –2 

Hungary 40 47 –10 –87 –210 

Ireland 991 835 –671 –342 –470 

Italy 828 829 865 1090 590 

Lithuania –163 –187 –176 –175 –184 

Luxembourg 5304 5568 5839 6554 7017 

Latvia –43 –84 –75 –58 –78 

Malta 0 0 0 0 0 

Netherlands –49 –75 15 0 –81 

Austria 2684 2688 2828 3219 3300 

Poland 54 –4 –4 28 11 

Portugal –188 –169 –180 –175 –169 

Romania – – – –19 –25 

Finland 0 0 0 0 0 

Sweden 0 0 0 0 0 

Slovakia 0 0 0 0 0 

Slovenia –546 –684 –561 –719 –594 

United Kingdom 0 0 0 0 0 

EU average 410 390 353 395 241 

EU median 0 0 0 0 0 

Table 31 VAT balance excluding VAT on investment (SE395) in the
period 2004–2008 (in euro)
Source: Own elaboration based on FADN data.

subsidies exceed the VAT obligations (Table 32 and 33). Yet, there are
many EU countries with no VAT on investment. Farmers in the Nether-
lands are in the worst situation compared with the other countries as
the subsidies they receive amount to only several per cent of the VAT
on investment they have to pay.
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Table 32 Subsidies on investment to VAT on investment in EU-15
in the period 1994–2008 (in %)
Source: Own elaboration based on FADN data.
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Country* 2004 2005 2006 2007 2008 

Estonia 6582.2 3438.7 715.1 929.6 9063.7 

Hungary 1004.7 1063.4 704.2 900.0 939.1 

Poland 0.0 5.9 11.4 36.2 72.6 

Slovenia 456.6 215.4 43.9 147.0 163.5 

Average 107.8 118.0 137.5 100.0 122.7 

Median 605.8 273.2 491.5 619.0 163.5 

 

Table 33 Subsidies on investment to VAT on investment in EU-15
in the period 2004–2008 (in %)
Note: * There was no VAT on investment in the other new member states.

Source: Own elaboration based on FADN data.

9.5 Conclusions and Recommendations

Creation of a common fiscal policy in the whole EU is a demanding and
challenging task. Therefore, it should be preceded by a big scale project
of implementation of a common tax system in a significant but limited
number of entities. The EU agriculture with its 12 million agricultural
holdings could be just the right representation.

The already created system of paying agencies with their databases and
control system can be of help in implementation of a common fiscal
policy for agriculture as the Court of Auditors’ estimates for the most
likely error rate for payments in agriculture underlying the accounts is
3.7%33. This is a lower figure than for many other EU activities.

Currently the EU agricultural policy is, similarly to the euro-zone con-
struction, based on a common, but not homogenous support instruments
and eligibility criteria, however, it lack the same financial burdens im-
posed on farmers in the form of taxes. Naturally this is a result of lack of
a common EU fiscal policy and still national character of this policy. Yet,
it is surprising that given the strong emphasis on a common conditions
for competing in the agricultural sector no country or lobby group has
ever mentioned the need for homogenous taxes in the agricultural sector.

The tax burden applied to farmers in different EU member states varies
significantly. This is not only a problem of lack of homogenous conditions
for competing on the EU single market. It also affects the efficiency and
effectiveness of the common agricultural policy.
33 Court of Auditors (2011). Annual Report on the Implementation of the Bud-

get (2011/C 326/01)EN 10.11.2011 Official Journal of the European Union, Table 1.2.
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9.7 Appendix

SE390 – Taxes: Farm taxes and other dues (not including VAT and
the personal taxes of the holder) and taxes and other charges on land
and buildings. Subsidies on taxes are deducted.

SE395 – VAT balance excluding on investments: The general
rule is for all entries to be made exclusive of VAT; this poses no prob-
lems when the holder is subject to the normal VAT system. When the
special agricultural system applies, the different VAT amounts should
be recorded so that when the results are calculated any advantages of
national agricultural VAT systems can be taken into account.

= VAT balance on current operations = (VAT on sales + flat-rate refund
of VAT – VAT on purchases).

SE605 – Total subsidies excluding on investments: Subsidies on
current operations linked to production (not investments). Payments for
cessation of farming activities are therefore not included.

Entry in the accounts is generally on the basis of entitlement and not
receipt of payment, with a view to obtain coherent results (produc-
tion/costs/subsidies) for a given accounting year.

Formule: SE610 + SE615 + SE650 + SE699 + SE624 + SE625 + SE626
+ SE630

SE406 – Subsidies on investments: Subsidies on investment

SE408 – VAT on investments: It was considered preferable, for the
purposes of calculating income, to treat this amount separately from
the overall VAT balance. It is generally a large amount and has no
connection with the year’s production. If it were taken into account in
the VAT balance, it would distort the balance of subsidies and taxes on
current operations.

SE600 – Balance current subsidies and taxes: Subsidies and taxes
arising from current productive activity in the accounting year. Balance
of subsidies and taxes on current operations.

= Farm subsidies + VAT balance on current operations – Farm taxes.
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10 Validity of Corporate Bankruptcy
Prediction Models Within the Recent
Financial Crisis Period with Focus on
the Czech Agricultural Enterprises

Jan Vavřina, Jitka Janová
Mendel University in Brno, Czech Republic

10.1 Introduction

Financial analysis of the corporate economic performance and its sus-
tainability is a multi-disciplinary science field area using various method-
ological approaches. It consists of various mainly economical, however,
also statistical tools and techniques being used with corporate financial
statements and other supplementary data resources. The approach to
financial analysis differs according both target output user-groups and
requested outputs’ objectives. There are obviously specific needs for in-
formation content concerning financial analysis for each user group –
namely stakeholders, investors, banks, policy makers and other related
entities. In other words for instance Berstein (1998) states, that finan-
cial analysis provides essential data for operational decision making pro-
cesses of management and also investment purposes both stakeholders
and other external entities involved.

Tools and techniques of prediction of corporate financial distress or fail-
ure bring together outputs of financial analysis related to past economic
performance of company and future estimates concerning further respec-
tive enterprises’ performance. Taking into account the fact, that these
processes are interconnected with risk and uncertainty, there have been
presented a lot of criticism related to business failure prediction tech-
niques. Nevertheless, these techniques are actively used for instance by
banks, providers of private equity / venture capital investments and as
well by government authorities in connection with provision of public
subsidies.

The agricultural sector is the biggest recipient of public subsidies from
EU public budget via Common Agricultural Policy and the focus of
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this policy is to provide sustainable development of agricultural enter-
prises across European Union, however especially investment subsidies
are intended to be provided only to financially healthy enterprises with
further perspectives of their sustainable economic performance. The
actual problem is how to distinct the well performing enterprises from
those likely to drive into serious financial problems. During several last
decades a number of different approaches were developed for corporate
bankruptcy prediction. The emphasis was given mainly to industrial and
financial enterprises. The specialized problem of the applicability of the
methods of bankruptcy prediction developed so far on agribusiness has
not been satisfactorily investigated yet.

The objective of this article is to validate reliability of different types
of corporate bankruptcy prediction models during the recent financial
crisis, which has stroke right after the period of strong growth of world
economy without any predictable signals. The focus is given on step
wise discriminant analysis approach, namely Z-Score, G-index and ap-
plication of Data Envelopment Analysis (DEA) for bankruptcy predic-
tion. While the indexes have already been investigated for the use in
agribusiness before, application of recently theoretically developed DEA
bankruptcy classification represents a novel approach in the field. Until
the end of 20th century DEA was applied only scarcely to agricultural
applications (Coelli, 1995). Since then DEA has become a favorite tool
for farm efficiency measurement and number of local studies applying
the DEA methodology in agriculture has been elaborated. DEA was
used to evaluate efficiencies of distinct definition (apart the most com-
mon technical efficiency also environmental efficiency has been studied
e.g. in Reinhard, 2000), the determinants of efficiency were studied (Bo-
jnec nad Latruffe, 2009) and also some studies discussing DEA with
respect to the problem of sampling variations existence were provided
for the specific field of agriculture (e.g. Balcombe, 2008). The national
FADN databases were employed as data sources and this implied also
the selection of DEA input and output variables used in particular stud-
ies. In Davidova (2007) DEA was employed to estimate the technical
efficiency of sample of Czech farms. Premachandra et al. (2009) intro-
duces Data Envelopment Analysis (DEA) as a non-parametric approach
for analysing enterprises performance and may be used as a help for
bankruptcy prediction. This new approach for financial distress predic-
tion has not been studied for the agriculture industry so far.
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10.2 Methods and Resources

This contribution is based on proceeded secondary research concerning
predictability of business failures by econometrical and financial analysis
methods among agricultural enterprises in the Czech Republic within the
beginning of recent world financial crisis, namely year period 2008–2009.

Database Amadeus of Bureau van Dijk was used as the ultimate means
for identification of on one hand failure and on the other hand well per-
forming enterprises’ sample. The sample of well performing enterprises
represents 21 entities and the sample of failure enterprises represents 19
entities. The mentioned database Amadeus was also source of basic cor-
porate’s financial data. There were also additionally utilized corporate
data issued in the Czech Business Register as the supporting source of fi-
nancial and other juridical data concerning the adequate business failure
time specification, which were not available from the database Amadeus.

Other information resources employed are the reports of the Czech Sta-
tistical Office and data sets of Czech Farm Accountancy Data Network
(FADN CZ), that collects structural and accountancy data of farms,
based on system of sample surveys conducted every year.

Financially distressed agricultural companies were primarily identified
via establishing the searching strategy in Amadeus database, that was
based on classification of economic activities CZ NACE revision 2, namely
section 01 – Crop and Animal Production. Another element of search-
ing strategy was the activity status, when it was focused on enterprises
with status bankruptcy, in liquidation or inactive (no precision). This
mentioned activity status was revised for respective business entity via
officially issued documents in the Czech Business Registers.

There are employed two developed models for analysing and predict-
ing bankruptcy, which are based on step wise discriminant analysis ap-
proach, namely Z-Score, G-index and one model based on non-parametric
method, namely Data Envelopment Analysis (DEA).

10.2.1 Index Approach

Altman (1968) employed for bankruptcy prediction purposes financial ra-
tio analysis interrelated with statistical multiple discriminant analysis for
the first time. The dataset in his study was limited to 33 bankrupt and
33 non-bankrupt corporations from manufacturing branch only. He eval-
uated 22 potential financial analysis ratios, which were classified into the
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following categories: liquidity, profitability, financial leverage, solvency
and activity indicators. The final discriminant function that iteratively
provided the best results in classification of entities heading towards
bankruptcy was as followed and it was formed of bellow mentioned in-
dicators:

Z-Score1968 = 0.012X1 + 0.014X2 + 0.033X3 + 0.006X4 + 0.999X5 (27)

Where:

X1 = Working Capital/Total Assets as the liquidity indicator,

X2 = Retained Earnings/Total Assets as the cumulative over time prof-
itability indicator,

X3 = Earnings Before Interest and Taxes/Total Assets as the profitabil-
ity indicator,

X4 = Market Value of Equity/Book Value of Total Debt as the solvency
indicator,

X5 = Sales/Total Assets as the activity indicator. (Altman, 1968)

The Altman’s Z-Score model that was developed in the year 1968 was
modified by its author in 1983. There was employed the new variable,
that substituted book value of equity for the market value in former
variable X4. The mentioned substitution led to discriminant function as
follows:

Z-Score1983 = 0.717X1 + 0.847X2 + 3.107X3 + 0.420X4 + 0.998X5 (28)

Where:

X4 = Book Value of Equity/Book Value of Total Debt as the solvency
indicator.

Other variables are the same as in discriminant function (27). (Altman,
2000)

There is developed the classification according to Z-Score1983 results for
classifying enterprises into the proper performance groups, namely:

• Well performing enterprises Z > 2.9,
• Indifferent performance enterprises (“gray zone”) 1.2 < Z < 2.9,
• Enterprises heading towards bankruptcy Z < 1.2. (Altman, 2000)
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Gurčík (2002) proceeded bankruptcy classification analysis for 60 ran-
domly selected Slovak agricultural enterprises. There were 50% of enti-
ties performing their agricultural production on low quality agricultural
land and the rest 50% on high quality one. The frontier for initial sorting
of agricultural enterprises as non-bankrupt were the fact that an enter-
prise achieved profit within last three accounting years and in last year
there were value of Return on Equity indicator higher than 8%. On the
other hand, enterprises which achieved only loss within last three years
were sorted as bankrupt ones. There was utilised discriminant analysis
for developing G-index equation, similarly to Altman’s Z-score, however
it employed only below mentioned pre-selected financial analysis indica-
tors:

G-index = 3.412X1 + 2.226X2 + 3.277X3 + 3.149X4 + 2.063X5 (29)

Where:

X1 = Retained Profit or Loss / Total Liabilities as the cumulative over
time profitability indicator,

X2 = EBIT / Total Liabilities as profitability indicator,

X3 = EBIT / Revenues as profitability indicator,

X4 = Cash Flow / Total Liabilities as liquidity indicator,

X5 = Inventory / Revenues as inventory conversion indicator. (Gurčík,
2002)

There is developed the classification according to G-index for sorting
enterprises into the proper performance groups, namely:

• Profitable enterprises G ≥ 1.8,
• Mean performance enterprises −0.6 < G < 1.8,
• Non-profitable enterprises G ≤ −0.6. (Gurčík, 2002)

10.2.2 Data Envelopment Analysis Approach

DEA model is a special case of optimization (operational research) prob-
lem. It could be used for evaluating effectiveness, performance or produc-
tivity of observed homogenous units, i.e. in this case companies. Every
unit consumes inputs and produces outputs. Weighted ratio of all out-
puts to all inputs can be used as the criterion of effectiveness. DEA uses
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so-called effective frontier of acceptable production capability aggregate.
Units lying on this effective frontier are considered to be effective and
evaluation of each individual unit is derived from detection of effective
units. The additive model (Charnes et al., 1985) evaluates the relative
efficiency of the specific oth firm as follows:

Max es− + es+

subject to

Xλ + s− = x0

Y λ − s+ = y0

eλ = 1 (30)

λ ≥ 0

s+ ≥ 0

s− ≥ 0

Premachandra et al. (2009) introduces Data Envelopment Analysis (DEA)
as a non-parametric approach for analysing enterprises’ performance and
uses model (30) for bankruptcy assessment. The frontier used in this
approach is a “bankruptcy frontier” (not efficiency frontier found in con-
ventional use of DEA based production analysis). Healthy firms are ex-
pected to be found in the possibility set while the frontier contains “poor
performers”. The mathematical definition of the bankruptcy possibility
set is the same as the production possibility set in production economics.
However, the nature of outputs and inputs in bankruptcy evaluation is
opposite to that of production analysis: smaller is better for outputs
and larger is better for inputs in bankruptcy evaluation. In this study,
we follow the definition of outputs and inputs in Premachandra et al.
(2009):

Inputs:

• cash flow / total assets
• net income / total assets
• working capital / total assets
• EBIT / total assets
• EBIT / revenues
• book value of equity / book value of total debt
• current assets / total assets
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Outputs:

• total debts / total assets
• current liabilities / total assets

The DEA calculations were obtained with the help of DEA Solver avail-
able via http://www.saitech-inc.com/Products/Prod-DSP.asp (for de-
tails see Cooper, 2007).

10.3 Results

The influence of recent world financial or rather economic crisis on the
whole agricultural industry in the Czech Republic can be measured by
the Economic Accounts for Agriculture (EAA). EAA are held by Czech
Statistical Office and provide methodological instruments for measuring
the economical size and performance of agricultural sector as a part of
the national economy of the Czech Republic.

EAA consist of four sub-accounts, namely the Production Account, the
Generation of Income Account, The Entrepreneurial Income Account
and Elements of the Capital Account. The overall performance of Czech
agricultural enterprises can be stated via indicator Output of the Agri-
cultural Industry within the Production Account. Output of the Agricul-
tural Industry is enumerated as a sum of sub-indicators: Crop Output,
Animal Output, Agricultural Services Output and Non-agricultural Sec-
ondary Activities (Inseparable).

The financial crisis started to significantly affect the agricultural sector
of the Czech Republic in the year 2009. The ultimate evidence of the
mentioned fact is year-on-year decrease by 18.3% of the indicator Out-
put of the Agricultural Industry related to year period 2009/2008 and its
direct impact on the amount of the Entrepreneurial Income Indicator,
as can be seen in Fig. 23. The Entrepreneurial Income slump, which is
enumerated as difference among indicators Operating Surplus / Mixed
Income, Rents and Other Real Estates, Rental Charges to be Paid, In-
terest Paid, increased by indicator Interest Received, related to year-on-
year 2009/2008 was 7.3 billion CZK measured by current prices, that
represents year-on-year decrease by 72%.

Nevertheless, despite the described significant decrease of Output of
the Agricultural Industry within the financial crises, the year-on-year
2009/2008 change of indicator Intermediate Consumption was only −11.5
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Figure 23 Development of selected indicators of the EAA in the

Czech Republic within the year period 2004–2010
Source: Own work based on data of Czech Statistical Office (2011).

percent. This coherence can be measured via Intermediate Consump-
tion Cost-effectiveness indicator, which reveals decreasing level of cost-
effectiveness. More precisely, year-on-year 2009/2008 increase of inter-
mediate consumption costs related to 1 CZK of gained Output of the
Agricultural Industry represents 8.4%. This assumption is also proved
via Coefficient of Intermediate Consumption’s Reaction within year-on-
year period 2009/2008, which value 0.63 reveals slower degressive devel-
opment of Intermediate Consumption indicator than degressive develop-
ment of Output of the Agricultural Industry indicator. More precisely,
there can be enumerated the difference in the degression between Inter-
mediate Consumption that decreased for about 0.53 CZK is related to
decrease of Output of the Agricultural Industry by 1 CZK.

The world economic crisis stroke the Czech agricultural industry sector
after period of the Entrepreneurial Income’s growth. It was connected
mainly with growth of demand for agricultural commodities with posi-
tive influence on prices of agricultural producers. The growing demand
encouraged agricultural producers in further investments into their prop-
erty, namely machinery, production buildings and other technological
investments for instance in connection with renewable energy resources.
Nevertheless, the Entrepreneurial Income in the year 2009 was in positive
numbers, according to EAA, only thanks to public subsidies of Common
Agriculture Policy. The research question is, how effectively can serve
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the bankruptcy prediction models for managers, stakeholders or policy
makers in their decision making processes related to specific features of
agricultural enterprises.

Beavers’ (1967) empirical research related to financial ratio analysis and
bankruptcy classification is stated as the pioneer work in area of business
failure prediction. This mentioned work defines a business failure as
the inability for paying financial debts on term. In broader context,
an enterprise is considered to be failed under any of following event’s
occurrence: bankruptcy, bond default, an overdrawn bank account or
non-payment of preferred stock dividends (Beaver, 1967).

There was proceeded enumeration of the Z-Score and G-index using
discriminant functions (27), (28) and being applied on the datasets of
database FADN CZ for sample survey of more than 14̇00 agriculture en-
terprises in the Czech Republic that can be considered as the representa-
tive sample of the Czech agricultural industry sector. As it can be seen
in Fig. 24 the Z-Score classifies with exception for years 2004 and 2007
the whole agricultural branch as heading toward bankruptcy. Neverthe-
less, mentioned EAA evidence proves that Czech agricultural enterprises
are able to generate the positive Entrepreneurial Income. That is why
G-index, as can be seen in Fig. 25, outperforms Z-score in correctness of
overall classification of Czech agricultural industry sector as the “mean
performance enterprises” within the year period 2004–2010.

As the final step in evaluation of the validity of bankruptcy prediction
models was employed the data sample from the database Amadeus of
identified bankrupt and non-bankrupt enterprises within the strongest
impact of world financial crisis period on the Czech agricultural industry,
i.e. the year 2009. The proceeded enumeration of Z-score, G-index and
DEA using 0.1 cut-off score frontier were plot using 0.1 cut-off frontier
into Fig. 26 and 27.

The result of comparison between Z-score and DEA classification using
0.1 cut-off score frontier (see Fig. 27) militate against Z-score, when Z-
Score misclassified as much as 12 from overall 19 bankrupted enterprises,
while DEA misclassified only 2 enterprises. The similar results are, when
it is compared DEA using 0.1 cut-off score frontier and G-index. In this
case DEA outperformed G-index approach, because G-index misclassi-
fied 7 bankrupted enterprises.

Considering the classification of well performing enterprises Z-Score and
G-Index approach were 100% successful in the classification of well per-
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Figure 24 Development of Z-score for representative sample of the
agricultural industry sector enterprises in the Czech
Republic within the year period 2004–2010
Source: Own work using data of database FADN CZ.

Figure 25 Development of G-index for representative sample of the
agricultural industry sector enterprises in the Czech
Republic within the year period 2004–2010
Source: Own work using data of database FADN CZ.
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Figure 26 Comparison of validity in classification of well performing
and failured enterprises’ sample by method Z-Score vs.
DEA
Source: Own work using data of the database Amadeus and financial
statements issued in the Czech Business Register.

 

 
 
 Figure 27 Comparison of validity in classification of well performing

and failured enterprises’ sample by method G-Score vs.
DEA
Source: Own work using data of the database Amadeus and financial
statements issued in the Czech Business Register.
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forming enterprises, while DEA approach misclassified 2 of 21 well per-
forming enterprises.

Note that the score frontier separating the bankrupted enterprises from
the rest was chosen 0.1, i.e. we classify the units with score higher than
0.1 to go bankrupt, which reflects very precisely the observed reality.
In original theoretical framework, only the units (enterprises) on the
frontier are classified as going bankrupt. The reasons why not only the
bankruptcy frontier, but also the units are laying deep in the bankruptcy
possibility set appears to go bankrupt, may be found in specifics of
agribusiness, but also in the inappropriate choice of input and output
variables. This should be the subject of further investigation.

10.4 Conclusion

The validity of classification of well performing and failured agricul-
tural enterprises within the observed sample was verified via employing
both classical and rather novel approaches. It can be stated that all
the utilized approaches have got their pros and cons related to proper
classification of financial health status. On the one hand the classical
approach as the Z-Score and derived G-Index approach outperformed
DEA analysis in the classification of well performing enterprises, on the
other hand DEA analysis was more successful in the classification of fi-
nancially distressed entities. That is why the potential decision maker
who employs methodology for classification of financial health status
should consider the aim of such a classification, i.e. identification of either
well-performing or financially distressed companies taking into account
specifics related to respective business area. Subsequently employment
of different approaches for different required information content should
be well considered.

This chapter presents possible approaches for predicting the bankruptcy
or financial distress of enterprises, which were identified by authors and
were based on primary study of this problem area. The given results
will be continuously verified and the following studies will be broadened
to identify and analyse particular factors, which can influence validity of
bankruptcy classification by Data Envelopment Analysis.
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10.5 Summary

Financial analysis of corporate economic performance and its sustainabil-
ity is a multi-disciplinary science field area using various methodological
approaches. Tools and techniques of prediction of corporate financial
distress or failure bring together outputs of financial analysis related to
past economic performance of company and future estimates concerning
further respective enterprises’ performance. The financial crisis started
to significantly affect the agricultural sector of the Czech Republic in
the year 2009 and caused financial distress or bankrupt to many Czech
agricultural enterprises.

Bankruptcy prediction models were employed on the data sample of
identified bankrupt and non-bankrupt enterprises within the world fi-
nancial crisis period via database Amadeus. The proceeded enumera-
tions of Z-score, G-index and DEA approaches revealed, that the most
efficient approach for predicting the bankruptcy of agricultural enter-
prises within the observed sample was the DEA analysis approach that
correctly classified more than 74% of bankrupted enterprises one year
prior the bankruptcy, followed by G-index approach with correct classi-
fication of 63%, respectively. The least efficient approach for identifying
bankruptcy of the sample of agricultural enterprises was the Z-score
model, which correctly classified only 37% of bankrupted companies.
On the other hand the classical approach as the Z-Score and derived G-
Index approach were 100% successful in classification of well performing
enterprises.

The presented basic utilization and results of Data Envelopment Analysis
concerning classification of bankruptcy or financial distress of business
entities are the motive for authors to carry on further next research of
particular Czech agricultural enterprises and also of other agricultural
enterprises from EU member states or other industry sectors.
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11.1 Introduction

Every financial crisis induces governmental responses. Governments
promising that disastrous financial crises will not happen again are keen
to implement various controlling mechanisms to regulate the financial
and banking systems. The recent financial crisis culminating in the au-
tumn of 2008 is not an exception.

The European Commission as a response to the financial crisis proposed
to set up new controlling bodies. These bodies should be responsible
for (i) gathering information on all macroprudential risks in the EU; (ii)
legally binding mediation between national supervisors; (iii) the adoption
of binding supervisory standards; (iv) the adoption of binding technical
decisions applicable to individual institutions; (v) supervision and coor-
dination of supervisory bodies; (vi) licensing and supervision of specific
EU institutions (e.g. Credit Rating Agencies and post-trading infras-
tructure); (vii) binding cooperation with the European Systemic Risk
Council to ensure adequate and prudent supervision; and (viii) strong
coordinating role in crisis situations (EU Commission, 2008). These pro-
posals should prevent the next financial crises via tight and centralized
regulations. But, why should such regulations work?

Traditional arguments for regulation of the financial and banking sys-
tems put emphasis on market failure. However, the proponents of fi-
nancial and banking system regulation do not explicitly argue that tight
and centralized regulation prevents financial crises. Some even argue
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that tight and centralized regulations might cause the governments to
become corrupt (Stiglitz, Jaramillo-Vallejo and Park, 1993, p. 13).
In this chapter, we follow this argumentation. Using the theoretical
apparatus of Virginia Public Choice applied to central bank decision-
making,34 we describe the behavior of the central bank after financial
crises, when the government responds with tightening and centralizing
the financial regulation. We provide a historical insight into the behav-
ior of the government at the end of the 19th and the beginning of the
20th century in the USA. This historical period in the financial history
of the USA is very interesting, because it explains the behavior of the
government before the establishment of the central bank (FED). We hy-
pothesize that there might be some parallels between the behavior of the
executive bodies of the European Union and the US Federal Government.
In the next section, we describe a general concept which explains the
functioning of the financial institutions under the gold and silver stan-
dard and under the fiat money standard when the central bank decision-
making is dependent on government. We also explore the case of fiat
money standard when central the bank decision-making is independent of
the government. While in the case of the gold and silver standard govern-
ments gain zero seignorage, in the case of central bank decision-making
dependent on government, the government gains substantial seignorage.
These cases, however, do not correspond with the modern central bank
decision-making when the central bank is independent of the govern-
ment. In this case, the government preferentially maximizes the bond
seignorage.
We go further and derive a rent-seeking model with endogenous rent
(Lambsdorff, 2002) explained in a historical narrative in accordance with
the theoretical concept above. We assume that additional liquidity pro-
vided by central banks represents rent. Our rent-seeking model predicts
that when the central bank is independent of the government, the goven-
ment tends to tighten and centralize financial regulation to provide pro-
tected private banks with additional government bonds ∆B. Generally,
this is the interest-bearing debt held by non-government public D to
encourage private banks to exchange these bonds for additional liquidity
provided by the central bank. Since bond prices set by law are usually
higher than the true price of bonds in the market, this process might
increase the risk of inflationary monetary policy.
The last section summarizes our findings.
34 For pioneering study see Toma (1982).
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11.2 A Simple Model of Inflation and Regulation

In this section, we develop a model of tightening and centralizing finan-
cial regulation as a governmental response to financial crises.35 Firstly,
let us assume that the main goal of the government is to maximize non-
interest-bearing debt held by public. Non-interest-bearing debt held
by non-government public is the revenue generated from printing fiat
money by the central bank. Then let us assume that the second goal of
the government is to maximize the interest bearing debt held by public.
The interest-bearing debt held by non-government public is the revenue
generated from selling government bonds by the government. In an in-
stitutional environment where the central bank is independent from the
governmental decision-making it is realistic to assume that the govern-
ment would rather maximizes the revenue generated from selling gov-
ernment bonds than the revenue from printing fiat money by the central
bank.

Secondly, let us assume that the goal of the central bank is to maximize
its own power (Toma, 1982, White, 1999, Chapter 8). Naturally, the
central bank might seek additional goals. For instance, it could create
a political business cycle. Nevertheless, in the case of tightening and
centralizing financial regulation, the other goals of central banks are of
minor importance.

11.2.1 Government as a Maximizer of Non-interest-bearing
Debt and Interest-bearing Debt Held by Public

To explain our model in detail, first let us assume that an economy
without a central bank operates under the gold and silver standard.
As a result, seignorage is the difference between the face value of coins
minted and their actual bullion content minus the cost of minting. The
money supply therefore, could be expressed by the following equation:

M = PQ +C + S,

where M is the nominal value assigned to the batch of coins, P is the
nominal price paid by the mint per ounce of precious metal, Q is the
number of ounces of precious metal embodied in the batch of coins, C
are the average costs of operating the mint (called “brassage”), S is the
nominal seignorage.
35We build on White (1999, Chap. 8).
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Now, let us assume that providing gold and silver money is a perfectly
competitive industry. Assuming this, perfect competition would enforce
the price conditions equal to marginal cost,M = PQ+C, implying S = 0.

Under perfect competition, seignorage is reduced to zero. The nonexis-
tence of barriers to entry ensures that the profit in the form of seignor-
age will be eliminated because new mints could be operating with lower
costs. Not even the government could earn seignorage, unless it restricts
potential competitors by creation of barriers to entry.36

Nevertheless, to be more realistic, let us now suppose that an economy
with a central bank operates under the fiat money standard. Then the
bullion content of base money is zero Q = 0, and the production costs are
almost zero. Even though the production of fiat money is not cost-free,
it would be useful to assume that C = 0. Then the equation describing
money supply under the fiat money standard could be rewritten as M =

S. Under the fiat money standard the government seignorage per year
is simply equal to the change in stock of base money per year. The
relationship is as follows:

S = ∆H,

where ∆H indicates the change in H, the stock of “high-powered” money
or base money in existence. Real seignorage is

S =
∆H

P
,

where P is the price index used as a deflator.

Forder (2003) argues that politically, the independence of the central
bank at the beginning of the 20th century in the USA was understood as
the independence from bankers’ interests. An independent central bank
should have been obligated to provide “easy money” to every citizen.
Throughout the 20th century this kind of independence was transformed
into the independence of the central bank from the governmental inter-
ests. This is why we need to assume that the government does not just
maximize the non-interest-bearing debt held by public. With increas-
ing independence of central banks from the governmental interests such
source of revenue would be limited.
36Kirzner (1973) argues that the perfect competition model is unrealistic in its

assumptions. According to Kirzner (1973) sufficient conditions ensuring free compe-
tition is no barriers to entry. For this reason we might abandon the assumption of
perfectly competitive market and assume competition as a dynamic process without
barriers to entry. For recent explanation see Otáhal (2008).
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Let us therefore suppose that an economy with a central bank operates
under the fiat money standard and the central bank is independent from
the governmental decision making. Within this assumption, the govern-
ment rather maximizes the revenue generated from selling government
bonds than the revenue from printing fiat money by the central bank.
Under the fiat money standard when the central bank is independent
from the governmental decision-making, revenues generated from selling
government bonds is simply equal to the change in stock of government
bonds per year. The relationship is as follows:

D = ∆B,

where ∆B indicates the change in D, the stock of government bonds.

Change of real interest-bearing debt held by public is

b =
∆B

P
,

where P is the price index used as a deflator.

Previous assumptions allow us to describe the government budget con-
straint under the fiat money standard as follows:

G = T +∆B +∆H,

where G is the government spending including debt service, T is the
tax revenue, ∆B is the change in the interest-bearing debt held by non-
government public, and ∆H is the change in non-interest-bearing debt
held by public, which is the nominal seignorage. Definition of nominal
seigniorage ∆H, however, can be further extended with bond seignorage,
which is government revenue generated from printing fiat money by the
central bank when the central bank is independent from the governmen-
tal decision-making.

11.2.2 Tight and Centralized Financial Regulation with Ex-
ogenous Money Supply

To explain our rent-seeking model, let us assume that the government,
in order to maximize the interest-bearing debt held by non-government
public D, obligates private banks to hold government bonds B. We can
demonstrate this issue on the historical example of the so-called “wild
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cat banking” of the end of the 19th century in the USA.37 Government
bonds served as a collateral for the distribution of private banks’ cur-
rencies. When the market value of bonds fell, the banks obligated to
hold overpriced bonds faced the problem of insufficient liquidity (Kvas-
nička, 2008, pp. 34–35, Rybáček and Šíma, 2010). This process brought
the government to provide additional liquidity through distribution of
additional government bonds ∆B to private banks to satisfy the money
demand.

Through financial regulation the government protected private banks
from competition and created rents encouraging private banks to rent-
seeking. Stigler (1971) generally argues that: “. . . every industry or oc-
cupation that has enough political power to utilize the State will seek to
control entry. In addition, the regulatory policy will often be so fashioned
as to retreat the rate of growth of new firms.” (Stigler, 1971, p. 5)38 In
banking and financial sector, rents were represented by additional liq-
uidity, which private banks obligated to hold government bonds B as
a collateral, were allowed to create and distribute.39 Simply, private
banks were protected against competition in exchange for holding over-
priced government bonds as a collateral, which allowed them to create
and distribute additional liquidity.

Fig. 28 presents the classical rent-seeking diagram. Let us assume that
in a competitive market, a certain amount of government bonds B can
be distributed at price Cb for which there is a demand shown by Db.
Quantity O would thus be distributed at the price of Cb. Let us sup-
pose, however, that it is possible for the government to set the financial
regulation so that it protects certain private banks against competition.
Then the government is allowed to distribute a different amount of gov-
ernment bonds B at price Pb for which there is constant demand shown
by Db. This process might bring the government to encourage provision
of additional liquidity through the distribution of additional government
bonds ∆B. Additional government bonds ∆B, which generally is the
interest-bearing debt held by non-government public D is represented
by rectangle PbCbBA. Within this rent-seeking diagram, governmen-

37 This period started in 1837 when Free Banking Act was passed on national level.
38 Stigler (1971) assumes that the political control of citizens is very limited. Similar

argument was presented by Olson (1965).
39 Today private banks are obligated to hold governmental bonds by Capital ad-

equacy ratio (CAR) regulations. CAR regulations classify governmental bonds as
less risky financial instruments thus it indirectly incites banks to hold governmental
bonds even though the true quality of governmental bonds might be different.
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Figure 28 Rent-seeking
Source: Tullock (1967).

tal financial regulation restricts competition and raises the price of the
interest-bearing debt held by non-government public. This allows private
banks to create and distribute additional liquidity.

This kind of behavior of the state and private banks was recorded in hu-
man history at the end of the 19th and the beginning of the 20th century
in the USA. During the period called “wild cat banking” at the end of the
19th century in the USA, banks were allowed to issue money, especially
in exchange for government bonds. Due to government bond estimation,
banks were able to reach additional profit (rent). Competition was re-
stricted, even if very softly, while the banks had a strong incentive to
purchase government bonds because this was an extremely easy way to
issue money. Bond prices set by law were usually higher than the true
price of bonds in the market. As a result, banks were legally permitted
to issue money that was not covered from the very beginning. Because
of this regulatory arrangement, governments and banks were in the priv-
ileged position of institutions reaching additional funds to the detriment
of the society.

This situation was very advantageous for the government. To issue
money backed by government bonds gave rise to stable demand for gov-
ernment debt. As already mentioned, an important feature of this period
was the mechanism of the bond pricing. Once the price of bonds dictated
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by law was higher than their true market price, rent-seeking conditions
were created. It was favorable to buy bonds the market price of which
fell under the regulated nominal value of bonds, as was the case of Michi-
gan (Rockoff, 1972). The net profit of banks was the difference between
the nominal and market prices of bonds.

Specific regulatory procedures could differ state by state during this pe-
riod, resulting in different banking techniques to reach profit due to the
perverse incentives created by regulation. For example, banks in Illinois
were allowed to issue paper money amounting to only 80% of Illinois’
government bonds value. Regardless of the measures taken to avoid
“wild-cat” behavior, “free” banks could reach additional profit because
of the high volatility of bond prices. Once the price had fallen rapidly,
difference between the “legislated price” and market price created a clear
incentive to purchase bonds and to issue money covered by the “legisla-
tive price” of bonds.

These mechanisms motivating banks to purchase government bonds was
naturally very welcomed by the government, because the resulting rise
in supply of money diminished the real value of dollar and government
bonds at the same time. In other words, the government reached bond
seignorage. It is worth mentioning that regulators were also under the
pressure of interest groups, such as the steel or railway industries. Infla-
tion of fiat money was seen by these interest groups as welcomed profit
of exporters due to the impact of inflation on the exchange rate or ben-
eficial for highly indebted industries such as the railway construction
industry.

Otáhal (2011) explicitly argues that throughout the period of the end of
the 19th and the beginning of the 20th century in the USA, the federal
government tried to control rent-distribution through money supply con-
trol and banking sector regulation. It had systematically tried to tighten
and centralize financial regulation to provide certain private banks and
investment companies with privileges to use securities and bonds with
regulated nominal value as a collateral for distribution of federal gov-
ernment currency. Striking example is the period of the Civil War. “In
1863 and 1864 two laws were passed, the National Currency Act and the
National Banking Act. These acts started off a period in the US mone-
tary history referred to as the National Banking Era. By these acts the
federal government empowered itself by chartering banks operating on
the national level. The reason for central regulation was simple. The
federal government wanted to enlarge the national debt, so it created
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a system of national banks distributing federal currency, fiat money,
United States Notes, also referred to as greenbacks. This ensured the
distribution of the national debt in the form of federal bonds.” (Otáhal,
2011, pp. 8–9) Otáhal builds a rent-seeking model with endogenous rent
that predicts that the described state and private bank behavior led to
centrally-controlled financial regulation by the federal government and
to the establishment of Federal Reserve System at the beginning of the
20th century. The Federal Reserve System fully controlled the fiat money
supply throughout the entire banking sector and the financial regulation.
A similar model describes our logic below.

11.2.3 Tight and Centralized Financial Regulation with En-
dogenous Money Supply

The concept above derived from a historical example has made an as-
sumption that rent is given exogenously. However, in an economy with a
central bank, which operates under the fiat money standard, money sup-
ply is given endogenously. In the perspective of the discussed historical
concept it means that additional liquidity is distributed by the central
bank to the private banks in exchange for government bonds and the
private banks then supply credit to satisfy the existing money demand.

To explain our rent-seeking model with endogenous rent, let us assume
that the probability pi that the banks get additional government bonds
is proportional to the investment of banks into rent-seeking xi. Since
financial regulation allows all banks to exchange government bonds for
additional liquidity provided by the central bank and since all probabili-
ties must add up to one, a single bank’s probability of getting additional
government bonds, which allow the bank to get additional liquidity from
the central bank, decreases with the investments undertaken by its com-
petitors. In case of n banks, this results in

pi =
xi

∑
j

xj i, j = 1, . . . , n

with xi being the expenses for rent-seeking of bank i. The resulting
equilibrium can be determined once the following assumptions are intro-
duced: banks are risk-neutral, they act symmetrically, they are unable
to influence the rent-seeking investments of other competitors xj .

Assuming that the government increases the interest-bearing debt held
by non-government publicD by additional government bonds ∆B, banks
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maximize their profit E(rpi∆B − xi) from getting additional liquid-
ity from the central bank in exchange for additional government bonds
∆B.40 Maximization of the profit of the banks looks as follows:

d(rpi∆B − xi)

dxi
=
d(r∆Bxi/∑xj − xi)

dxi
=
r∆B

∑xj
−
r∆Bxx
(∑xj)2

− 1 = 0 (31)

Assuming that banks are symmetrical, xi = xj = x, the Cournot-Nash-
equilibrium could be followed by optimal levels of rent-seeking.

r∆B

nx
−
r∆Bx

n2x2
= 1⇔ nr∆B − r∆B = n2x⇔ x =

n − 1

n2
r∆B

Total expenses R for rent-seeking then could be summed up as follows:

R = nx =
n − 1

n
r∆B (32)

The last equation implies the following. If banks face a problem with
liquidity and the central bank provides additional liquidity in exchange
for additional government bonds ∆B, banks will spend more resources
on rent-seeking R when the number of banks n is larger. The govern-
ment thus must provide additional government bonds to larger number
of banks n.

Now, let us assume that ∆B is positively dependent on the total rent-
seeking expenses: ∆B = ∆B(R), with ∆B′ > 0 (Lambsdorff, 2002). The
larger the size of the additional government bonds ∆B that banks seek
to obtain additional liquidity provided by central bank, the larger bank’s
total expenses for rent-seeking R required to induce the government to
provide them with additional government bonds ∆B. This equation
might be introduced into the model above. Since ∆B = ∆B(∑xj),
equation (31) can be rewritten:

d (
r∆B(∑xj)xi

∑xj
− xi)

dxi
=
r∆B′xi

∑xj
=
r∆B

∑xj
−
r∆Bxx
(∑xj)2

− 1 = 0 (31′)

40 Private bank maximizes E(rpi∆B − xi) where r is a constant, r > 0, which rep-
resents the ratio of difference between interest received from government and interest
paid to central bank.
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Assuming that banks are symmetrical, xi = xj = x, the Cournot-Nash-
equilibrium could be followed by optimal levels of rent-seeking.

r∆B′x

nx
+

∆R

nx
−
r∆Bx

n2x2
= 1⇔ nr∆B − r∆B = nx(n −∆R′

) ⇔

⇔ x =
n − 1

n(n − r∆B′)
r∆B

Total expenses R for rent-seeking then could be summed up as follows:

R = nx =
n − 1

n − r∆B′ r∆B (32′)

The last equation implies the following. If ∆B is larger (smaller) than 1,
R is larger (smaller) than ∆B and an increase in the number of banks
n will decrease (increase) the total expenses for rent-seeking. Under
the gold and silver standard, banks’ seignorage S dissipates through
competition. As seignorage S attracts new entries into the market, the
increasing money production drives down the nominal seignorage S and
reduces banks’ profits. But assuming the economy with a central bank
that operates under the fiat money standard, as soon as additional gov-
ernment bonds ∆B, which allow banks to get additional liquidity pro-
vided by the central bank, are seen to depend on rent-seeking expenses,
the additional liquidity distribution might lead to a decrease of number
of rent-seeking banks n protected by financial regulation. Economically,
this relates to the fact that the positive impact of rent-seeking expenses
R on the additional government bonds ∆B might be felt more when a
few protected banks exist. If there is too many banks competing for ad-
ditional government bonds ∆B, they might rather increase their market
share instead of devoting more resources to rent-seeking in order to get
additional liquidity provided by the central bank.
This implication of our rent-seeking model with endogenous rent means
that if the government maximizes the interest-bearing debt held by non-
government publicD, it will protect a few banks with financial regulation
to induce them to exchange additional government bonds ∆B for addi-
tional liquidity provided by the central bank. A situation with a few
protected banks competing for additional government bonds ∆B might
be optimal, because a few protected banks are rather encouraged to
rent-seeking than to increasing their market share. This situation, how-
ever, raises the price of the interest-bearing debt held by non-government
public D above its q market clearing price and thus it brings a risk of
inflationary monetary policy.

184 Part III — Chapter 11



11.3 Conclusions

In this chapter, we used the theoretical apparatus of Virginia Public
Choice applied to the central bank decision-making to describe the be-
havior of central banks after financial crises, when governments responds
by tightening and centralizing the financial regulation. We assumed that
additional liquidity provided by central banks represents rent.

We provided the historical insight into the behavior of the US govern-
ment at the end of the 19th and the beginning of the 20th century and
derived a rent-seeking model with endogenous rent to explain how the
process of tightening and centralization of financial regulation might in-
crease the risk of inflationary monetary policy.

Nevertheless, we do not necessary claim that every financial regulation
increases the risk of inflationary monetary policy. We found it very im-
portant to provide lessons from the period in the financial history of the
USA when FED had not yet been established and the US Federal Gov-
ernment wanted to consolidate its power (Otáhal, 2009). Naturally, the
historical circumstances of the European Union and those of the USA
between the 19th and 20th were different. However, the interesting part
of this narrative is that the US Federal Government had been system-
atically tightening and centralizing the financial regulation till the FED
was established. The effect of this process on the frequency and depth
of financial crises in the USA, however, needs to be further explored.
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Petr Wawrosz
University of Finance in Administration in Prague

Czech Republic

12.1 Introduction

The term “New Consensus in Macroeconomics” (NCM) started to be used
more widely at the turn of the 21st century (Blinder, 1998, Bernanke and
Gertler, 1999, Clarida, Galí and Gertler, 1999, McCallum, 2001, Meyer,
2001). It has been used commonly since then, as evidenced by contempo-
rary texts (e.g. Arestis, 2007, Arestis, 2009a, Arestis, 2011a). The term
itself wanted to express the conviction that, after a period when various
theoretical trends existed which followed after the disintegration of the
so called great neoclassical synthesis over the course of the 1970’s, it had
been managed in macroeconomics to integrate various contradictory the-
oretical concepts and to form a unified comprehensive scientific theory.
As stated by Wren-Lewis (2007), since this breakdown, several alterna-
tive schools of thought existed side-by-side – for example, in the form
of the Keynesian approach, the monetarist approach, the new classical
approach, whereas each one of these approaches had its own models and
it was not clear if and how these models are related. In the beginning of
the 21st century, it seemed that the various schools of macroeconomics
had practically disappeared and that a majority approach based on the
principles of microeconomics and joined with the idea of a representa-
tive company striving to maximize its profit, a representative consumer
who in the meantime maximizes his gain and both are occurring in the
environment of a perfect capital market, has emerged even in macroe-
conomics. The NCM integrates in itself the so called new Keynesianism
including wage and price rigidity in a short period with assumptions
of rational expectations, real business cycle theory (RBC) and other
approaches. The NCM presumes that price stability can be reached
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through monetary policies – that is because inflation is a monetary phe-
nomenon – specifically through interest rate changes of the central bank.
In the NCM, fiscal policy loses the positions of a policy that can (in the
long-term) influence real variables.

The development of the NCM theoretical models was in progress at the
same time when numerous central banks (CB) were changing their ap-
proach in the specific policy. They explicitly or implicitly41 converted to
the policy of inflation targeting. The NCM models then provide a theo-
retical background for the central banks’ specific procedures. The policy
of inflation targeting seems to be successful – most CB that followed in-
flation targeting managed to get and keep inflation at low values in the
first decade of the 21st century, whereas the GDP of the given countries
usually increased42. Before the breakout of the world economic crisis at
the end of the first decade, everything seemed to suggest that macroeco-
nomics has got not only an integrated economic theory, but that, at the
same time, practical procedures are available for maintaining price sta-
bility and simultaneously reducing GDP fluctuation and other indicators
such as the unemployment rate (Goodfriend, 2007).

Even before the outbreak of the given crisis, various critical reservations
to the NCM models existed. They pointed, for example, to the fact
that a complete unification of all mental approaches did not occur – for
example, post-Keynesian theories and the ideas of the Austrian School
remain aside. The NCM also seemed to be a bit one-sided – it focuses too
much on monetary issues and does not deal with other problems, such as
the role of positive and negative supply shock (see Smith and Wicknes,
2007, Sawyer, 2007a, Sawyer, 2007b). The first NCM models were often
constructed for a closed economy (e.g. Meyer, 2001, McCallum, 2001),
which is not the case of any real functioning country.43 The critics also
focused on, according to their point of view, weak points of the NCM –
e.g. the role of monetary aggregates (Fontana and Palacio-Vera, 2004),
omitting the possibility, that monetary policy can be inefficient in case
of the liquidity trap or if you like the credit crunch, underestimating fis-
cal policies, etc. (Sawyer, 2007a). The crisis after 2007 then confirmed
that the assumptions of the NCM were too optimistic – especially that
economic fluctuations can be significantly reduced, respectively that the
41 Explicit inflation targeting means the fact that CB has expressed that its goal

is to keep inflation at a certain level. Implicit inflation targeting policy is when CB
acts in this way even though it has not set a specific inflation goal.
42 Statistics are listed in Section 12.3.
43 The NCM model is even now sometimes presented only for a closed economy.
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production gap can be limited in the long-term. Efficiency of the mone-
tary policy was challenged, fiscal policy, on the other hand, proved as a
policy that can also solve the crisis. A question with a greater urgency
has arisen – how to react to possible price bubbles, when prices of various
assets do not correspond with their actual value.

The goal of this chapter is to analyze the problems of the NCM and
inflation targeting with respect to the world economic crisis. The chapter
is organized in the following manner. First, the NCM model for the
open economy is introduced. Then the issue of monetary and fiscal
policy in this model is examined with special attention given to countries
with a small open economy, the effectiveness of the given policies and
the question as to what extent was the reaction to the crisis of the
European countries consistent with the NCM models. The last section
then contains critical methodological evaluation of the NCM approach
with respect to the course of the economic crisis after year 2007.

12.2 NCM Model

In an open economy, the NCM can be formally expressed with a system
of six equations (Agénor, 2002, Arestis, 2007, Angeriz and Arestis, 2007,
Arestis and Sawyer, 2008, Aresrtis, 2009a, Aresrtis, 2009b)44:

Y gt = a0 + a1Y
g
t−1 + a2Et(Y

g
t+1) + a3[Rt −Et(pt+1)] + a4(rer)t + s1, (33)

pt = b1Y
g
t + b2pt−1 + b3Et(pt+1) + b4[Et(p

w
t + 1) −Et∆(er)t] + s2, (34)

Rt = (1 − c3)[RR
∗
+Et(pt+1) + c1Y

g
t−1 + c2(pt−1 − p

T
)] + c3Rt−1 + s3, (35)

(rert) = d0 + d1[[(Rt −Et(pt+1)] − [(Rwt ) −E(pwt+1)]] +

+ d2(CA)t + d3E(rer)t+1 + s4, (36)

(CA)t = e0 + e1(rer)t + e2Y
g
t + e3Y

gw
t + s5, (37)

ert = rert + P
w
t − Pt, (38)

where individual symbols are the following: index t marks the current
time period, index t + 1 the future period, index t − 1 the past period,
index w refers to the world, Yg is the production gap in a given economy,
Y gwt is then the production gap in the world economy, R is the domestic
nominal interest rate and Rwt is the world nominal interest rate, pT is
44Other texts (e.g. Setterfield, 2007, Fontana, 2009) formulate the system of equa-

tions expressing NCM model a bit differently, the purpose of the system remains the
same.
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the inflation target of the central bank, RR∗ is the equilibrium interest
rate (meaning an interest rate where the real value of inflation in a given
period equals the inflation target and where the production gap equals
0), rer marks the real exchange rate and er nominal exchange rate in
terms of x units of foreign currency per one unit of domestic currency
(indirect record45), pwt is the foreign price level and p is the domestic
price level (price levels are expressed logarithmically), CA expresses the
current account of the balance of payments, si (for values even from
1 to 5) labels random shocks, E is then the symbol for expectation.
The change in nominal rate, which is part of the second equation (34)
(expression ∆(er)), is derived from equation (38) and can be expressed
in the following way ∆er = ∆rer + pwt − pt.
The first equation (33) is a function of aggregate demand, or aggregate
expenses (AE), and states that the present production gap depends on
the past and future production gap, the real rate and the real interest
rate (expression Rt −Et(pt+1) in the first equation (33)). Even though
it is a demand function, the potential product (in the NCM46 concept
a product which exists on condition of flexible prices) is determined
by the supply side (stock of available production factors, technologies,
etc.). The second equation (34) is a Phillips curve equation, in which
the present inflation depends on the production gap, past and expected
future domestic inflation and inflation abroad and a change of the nom-
inal rate. The model assumes that prices are rigid in the short-term
and flexible in the long-term. The expression Et(pt+1) in the equation
PC expresses that individual subjects (agents) act in accordance with
the theory of rational expectations – they do not deduce future inflation
only from the past development, but also from their ideas about the fu-
ture development, while keeping track of the policy of the central bank
and understanding it. That, at the same time, allows for a credible pol-
icy of the CB – if CB announces low inflation as its target and manages
to keep this target, the agents adjust their actions to it.
The third equation (35) describes a reaction function (monetary rule) of
CB, when the current interest rate of CB is dependent on the expected
inflation, the production gap and diversion of inflation from the inflation
target of CB (inflation gap), the equilibrium interest rate and the inter-
est rate of CB in the past. The equation describes the actions of CB:
if inflation is above the inflation target, CB raises its interest rates; if
45 In CZ, nominal exchange rate is usually expressed in the form of a direct record,

meaning x units of domestic currency for one unit of foreign currency.
46 See Arestis, 2009a.
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inflation is below it, CB lowers its rates, while gradually (the individual
interest rate changes can be radical) adjusting its past rates. Further-
more, the equation states that if inflation equals the inflation target and
the production gap equals 0, then the interest rate of CB equals the
equilibrium interest rate and AE equals the potential product. In this
case, the amount of savings and investments is also in balance (Arestis,
2009a).
The fourth equation (36) states that current value of the real exchange
rate is the function of the interest differential of real measures, current
account balance of payments and the expected future value of the real
rate. The fifth equation (37) defines the value of the current account
balance of payments as a function of the real exchange rate, domestic
and world production gap. Finally, the sixth equation (38) expresses
the nominal exchange rate by means of the real exchange rate. In total
we have 6 equations available for 6 unknowns – output, interest rate,
inflation, real exchange rate, current account and nominal exchange rate.
The theme of the NCM can be stated as follows (e.g. Arestis and Sawyer,
2002b): monetary policy can, by changing the interest rate, modify the
degree of inflation to the inflation target of CB (this target is usually
set at a low level – usually around 2% p.a.) and the real product to
the potential product (or to get the production gap to a zero level). CB
has this ability because (in the short-term), in individual markets, we
come across rigid wages (input prices) and prices of outputs, imperfect
information, or more generally, individual agents are in an environment
of imperfect competition. By changing their nominal interest rates, CB
can then influence the real interest rate and in turn the actions of indi-
vidual agents, on the aggregate level then AE. This mechanism can be
described (Fontana, 2009):

∆Rt ⇒∆Rt −Et(pt+1) ⇒∆Ct+1 & ∆It+1 ⇒∆AEt+1 ⇒

⇒∆Yt+1 & ∆ut+1 ⇒∆(Y gt+1) ⇒∆pt+1,

where ∆ is the sign for change, C is consumption spending, I stands for
investment expenses, and u is the unemployment rate.
It is also due to CB’s policy that economy, in the long-term, aims to
the level of natural unemployment rate in the NAIRU concept, meaning
unemployment that does not cause acceleration of inflation, whereas
the level of this natural unemployment is given by the supply side of
economy, meaning by the conditions that govern the job market and
other production factors.
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12.3 Monetary Policy in the NCM

12.3.1 Monetary Policy Without Money

Even though NCM stresses the role of monetary policy, the amount
of money in circulation – supply of money in the form of individual
monetary aggregates (M) plays a minor role in the given approach – the
NCM is hence sometimes characterized as monetarism without money
(Fontana and Palacio-Vera, 2004)47. The NCM basically understands
the supply of money as endogenous (Arestis and Sawyer, 2002a, Korda,
2010), while it is determined by the demand for money, GDP, price level,
interest rate of CB and other factors. The NCM accepts that there is
a relationship between M and the price level (P ), but it understands it
the other way around compared with the traditional monetary approach
– in the NCM concept, M adapts to P . The given fact can be expressed
by adding a seventh equation (39) to the system of equations above, e.g.
in this form (Meyer, 2001):

Mt = d0 + d1Rt + d2Y
g
t + d3Et(pt+1) + s5, (39)

In this equation,M acts as a dependent, not as an independent variable.
To be complete, let’s add that some other publications dealing with the
NCM (McCallum, 2001) include the change of M ’s growth rate in the
first equation (33), p. 189, claiming that an unexpected growth rate of
M changes the transactional expenses of agents48 and that influences
AE and, in turn, even the production gap. But this effect is minute
(McCallum, 2001, Ireland, 2001).

Individual publications dealing with the NCM state numerous reasons
why CB should not have M as their target. One of the reasons is the
fact (Bean, 2007, Goodhart, 2007) that changes inM lead to unexpected
changes in the rate of money turnover, so the total supply of money
is then difficult to determine. Volcker (2002) questions the role of a
monetary multiplier in the creation of the total amount of money –
individual multipliers cannot capture the rules commerce banks use for
providing loans or the fact that many loans are provided from outside
the bank sector. Bean (2007), Arestis and Sawyer (2008) use monetary

47 As is stated in the cited publication e.g. in the basic model of the Bank of England
(BoE) the supply of money is not included. Same is the case of the American FED
(Federal Reserve Board, 1996).
48Decrease of M increases transactional expenses, growth of M decreases them.
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policies of Great Britain and the USA in the 1980’s as practical examples
to show that targeting the monetary reserve did not lead to desirable
outcomes. Bernanke et al. (1999) is even more radical when he states
that no CB has managed to accurately influence the growth of M for a
sufficient amount of time (a period that could be taken as a confirmation
that targeting M works). Generally, the Goodhart’s Law (Goodhart,
1984) can also be called upon in this context. It states that any stable
empirical relationship has a tendency to become unstable if it starts to
be used for reasons of practical policy49 – specifically, it can be said
that previously stable relationship between M and V on one hand and
nominal GDP on the other became unstable (as has happened in the
case of the above mentioned and other countries), if they became the
subject of macroeconomic policy, in other words, if they started to be
targeted.

As it was said in the introduction, the NCM is not only a theoretical
approach. Inflation targeting, which can be labeled as one of the corner-
stones of the NCM (inflation targeting is expressed by the third equation
(35), p. 189, in the NCM equations), has been used since the 1990’s by
many CB50. Although two most significant banks, American FED and
European Central Bank (ECB) are among them explicitly, it can be
stated that, at least until the outbreak of the economic crisis in 2008,
these banks performed their monetary policy with the goal to ensure a
low level of inflation through changes in their interest rates51. At least in

49Goodhart’s law can be labeled as a validation of Lucas’ critique (Lucas, 1976)
saying that it is a mistake to anticipate effects of any arrangement based on past
actions. By starting to use the given relationship empirically, the rules changed.
Therefore, changes in actions of the individual agents can occur and even the rela-
tionship itself can change.
50 Presently it includes CBs of the following countries (alphabetically): Australia,

Brazil, Canada, Columbia, Czech Republic, Ghana, Great Britain, Guatemala, Hun-
gary, Chile, Island, Israel, Indonesia, Mexico, New Zealand (as the first country ever),
Norway, Peru, Philippines, Romania, Serbia, South Africa, South Korea, Sweden,
Switzerland, Thailand, Turkey (more details in Scott, 2010).
51 As is stated in article 127 of the Treaty about the Functioning of the Monetary

Union: “The primary goal of the European system of central banks (ESCB) is to
maintain price stability. Without affecting the target of price stability, ESCB sup-
ports general economic policies in the Union with the intent to assist in achieving the
goals of the Union, as they are defined in article 3 of the European Union Treaty.”
ECB itself then defined price stability so that the rate of inflation measured with
the harmonized index of consumer prices is under, but close to 2% p.a. (Bean, 2007,
Poole, 2007), FED has a similar theory about the level of inflation (see e.g. Federal
Open Market Committee, 1995, Federal Open Market Committee, 1996, Greenspan,
2003)
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developed countries, the NCM policy was successful – inflation was kept
at low values (Table 34). A question arises in this connection whether
it was the consequence of inflation targeting or if the particular coun-
tries were simply lucky. Many studies52 reach the conclusion that the
level of shocks between 1990 and 2007 has decreased compared with the
past. From this point of view, the success of inflation targeting could
be viewed as a matter of luck. However, Gurney (2007) argues that
the opposite view is possible saying that shocks are a consequence of
individual economic agents’ actions, including CB’s, and that, from this
perspective, CB’s policy could have helped in the reduction of shocks.
Gurney (2007) further adds that at least in the case of GB, who intro-
duced inflation targeting in 1997, this country had to deal with a number
of shocks – for example, with an increased volatility of the financial mar-
kets, which had its take-off in the Asian crisis of 1997, in the Russian
crisis of 1998, with the burst of the technological bubble at the turn of
the century, with the consequences of the events of 9/11/2001, with the
war in Afghanistan and Iraq and with the increasing prices of oil and
other commodities. All of these events could have significantly influence
inflation which, however, remained low in the case of GB.

12.3.2 Monetary Policy and Countries with a Small Open
Economy

In case of the Czech Republic (CZ) as a country with a small open econ-
omy it makes sense to point out that decision making of CB (equation
(35), p. 189), or the changes in interest rates of CB, is not influenced
by the real or nominal exchange rate – neither one of these rates is
present in the equation. Nevertheless, it is obvious that currency values
have the usual effect on inflation – valorization of currency leads a raise
of prices of imported goods and in turn to lower inflation, devaluation
has the opposite effect. The change in interest rates itself does not af-
fect the actions of agents only through the interest mechanism, but also
through the mechanism of exchange rates – if the domestic real interest
rate rises as a result of CB rising rates and is higher than the world
interest rate, than an inflow of capital, valorization of domestic currency
and a decrease of AE should occur, which should influence the level of
production and the price policy of companies and, therefore, have an
effect on inflation. Even though the mechanism of exchange rates shows
52 See e.g. Stock and Watson (2002), Bernanke (2004), Bean (2005), Benati and

Mumtaz (2006).
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Table 34 Growth rate of GDP and rate of inflation in chosen
countries targeting inflation
Source: International Monetary Fund, World Economic Outlook,
http://www.imf.org.

Part III — Chapter 12 195

http://www.imf.org


itself as significant (Arestis and Sawyer, 2002a), a certain uncertainty
remains (Goodhart, 2007, Smith and Wickens, 2007) as to how exactly
it works. It is evident that its significance will depend on the level of
openness of the given economy and whether an inflow or outflow of cap-
ital will actually occur after the change of interest rates. With a rise in
rates, investors can view the real rates in the given country as too low,
considering the risks and other factors connected with buying assets in
this country. Or, with a decrease in domestic real interest rates as a
result of CB decreasing rates, they can continue holding on to the do-
mestic assets for various reasons. The fact that inflation and exchange
rate targets could easily get into conflict, therefore, CB would have to
prioritize one target, speaks against the notion that CB should also set
an exchange rate target. In case it would not be obvious which target
to prefer, CB’s actions would be less predictable and credible. On the
other hand, if it would be obvious, then the second target is redundant.

From the point of view of foreign relations, it still holds true that the
equation of monetary rule of CB in the NCM does not consider that
setting a domestic interest rate is also dependent on the interest rate of
other central banks (Arestis and Sawyer, 2003a). It is clear that if these
rates will differ, then a greater movement of capital and greater volatility
of the domestic currency is probable, which can have an effect on net
export. Specifically, low rates of domestic CB, who should stimulate
domestic demand, can lead to a certain decrease of export as a result
of a greater volatility of the exchange rate. On the other hand, CZ’s
experience, when the repo rate of CNB was 0.75 percentage points lower
than the repo rate of ECB53 since June 13, 2011,54 does not verify any
massive exchange rate fluctuation of CZK to the EUR. As L. Lízal,55 a
member of the bank council, mentioned in this connection, the impact
on Czech assets is now smaller than before, because investors are better
at distinguishing between different countries and CZ seems as a safe bet
even in case of a negative rate differential. In other words, interest rates
in the Eurozone seem to at least some agents low, considering the present
risk, and they prefer the Czech Crown. Generally it can be said that the
effect of foreign rates cannot be expressed with a solid coefficient. That
is probably the reason why the authors of equations describing the NCM
do not work with this effect.

53 Repo rate of CNB was 0.75%, repo rate ECB 1.5%.
54 This chapter was finished in August 2011.
55 See Lízal (2011)
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12.3.3 Measuring Inflation, Asset Prices

If the goal of CB is to keep inflation at a low rate, the issue of measuring
inflation arises. Smith and Wickens (2007) point out the differences be-
tween inflation expressed using the index of consumer prices and using
a deflator – CPI expresses prices of domestic consumption, the deflator
prices of domestic production. The more open the economy will be, the
more will these two indexes differ. The traditional argument is that the
individual indexes (especially CPI, which is relatively easier to determine
compared to the deflator) overestimate inflation (e.g. Mankiw, 2000a).
Moreover, if inflation pressures occur, which will not show in CPI, CB
might not react even though it should. On the other hand, CPI can
include items that increase inflation in case of CB rate growth (a typical
example are costs related to housing, especially mortgage expenses56).
To be complete, this text does not deal with issues of setting the produc-
tion gap and it makes reference to other literature (e.g. Mankiw, 2000a).
It only emphasizes that a wrong estimate of the production gap can have
long-term effects. If CB believes that this gap is positive57 and raises
interest rates, but this assumption is incorrect, it no doubt influences
the development of the production gap in the future.

The objective of CB is not only price stability. Even if it is not explic-
itly set in their goals, they must be interested in the stability of the
financial system and the stability of the currency, at least because the
given instabilities can threaten the price stability. In this connection the
question arises as to what extent should CB engage itself in the prices of
(financial) assets (especially in case of their growth), including whether
these (at least some) assets should be included in measuring inflation.
Before the outbreak of the financial crisis, most publications from the
NCM field (Bean, 2007, Goodhart, 2007) gave a negative answer to the
question of possible interferences with possible bubbles in the asset mar-
ket and to including more assets in measuring inflation. The reasons for
this attitude were the following:

• Prices of assets are difficult to predict, including the fact that it
cannot be said with certainty whether the asset price is too high.

• Prices of various assets can develop in various ways; a simple ag-
gregation cannot be done. It is possible that the growth of prices

56 In CZ, mortgage expenses are not represented in CPI. Nevertheless, it is clear
that these expenses, at least indirectly, influence rent price, which is included.
57 The real GDP is higher than potential GDP, or the rate of growth of real GDP

is higher than the rate of growth of potential GDP.
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is caused by fundamental factors, so then it is alright. Speculative
growth of assets is dangerous; however, it is not always possible to
differentiate which growth occurred.

• Prices of assets are reflected in inflation through other factors and
with a significant time delay. An exact transitive mechanism is
not known; from this standpoint, interference of monetary policy
can be wrong.

• A bubble burst (a sudden decrease of previously high asset prices)
can cause a reduction of wealth of individual agents, but the impact
of the given burst on their consumption and possibly on inflation
is indirect in the long-term and individual policies should manage
to stabilize it.

• CB pays attention to asset prices within the scope of caring for
financial stability. Other special proceedings are not needed then.
If CB were to solve the issue of asset prices separately from the
issue of inflation, it would lead (just as if another target would be
the nominal or real exchange rate) to two-tracking and to a less
predictable behavior of CB, which would decrease their credibility,
which is the key factor for success in targeting inflation.

The NCM has identified with the opinion expressed, for example, by
Bernanke and Gertler (2001) or Greenspan (2002), that the idea that
raising interest rates can prevent bubbles is an illusion, whereas this
rise, especially if it occurs immediately before the burst, can have se-
rious macroeconomic impacts – it can lead to a more drastic fall of
GDP (if assets were purchased on credit, then higher rates can make it
more difficult for the debtor to pay off the debt etc.). Monetary pol-
icy should focus especially on reducing possible consequences of bubble
bursts. Some publications58 realized even before the outbreak of the cri-
sis after 2007 that a bubble burst can lead to tighter conditions in the
debtor – lender relationship – more agents will face liquid restrictions,
which can threaten the success of monetary policy. The crisis reopened
the question whether CB should actively interfere with bubbles59.

58 E.g. Borio and Love (2002), Bordo and Jeanne (2002).
59 For more details see e.g. Blanchard, Dell’Ariccia, Mauro (2010), or Zamrazilová

(2011).
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12.4 Fiscal Policy in the NCM

12.4.1 Truly an Ineffective Tool?

Fiscal policy is not viewed as an efficient tool in the NCM models. The
following are the most often stated reasons of the given attitude (Arestis
and Sawyer, 2002a, Setterfield, 2007, Arestis, 2009b, Fontana, 2009):

• Time lags during implementing individual arrangements (most of
them must go through a legislative process) lead to an uncertainty
among agents (it is not clear if the arrangements will be passed
and in what form) and also to the fact that at the time of imple-
mentation, the arrangements they can have a procyclical effect.

• The fact that raising taxes or lowering expenses in a situation
when the economy is overheating can be politically unpopular or
be opposed by the public, so it can be delayed, which will lead to
serious macroeconomic problems of the given economies. Problems
in Greece and several other countries at the end of the first decade
of the 21st century confirm the significance of this argument.

• The fact that frequent changes in government expenses and taxes
have a negative effect on entrepreneurs, who are then in greater
uncertainty. Generally speaking, these changes can negatively in-
fluence the supply side of economy and have an effect on GDP.

• The assumption that the Ricardian Equivalence (or Barro-Ricard
hypothesis) works at least partially, and that growth of government
expenditures is accompanied by a decrease of other components of
AE. Here the NCM emphasizes the role of expectation – agents at
least partially expect that an expansionary fiscal policy will have to
be, sooner or later, accompanied by an increase in taxes or decrease
in government spending and they adapt their actions. Specifically
consumers cut back their current expenditures and create savings
to pay the future taxes.

• Growth of the public sector, which is a consequence of the expan-
sionary fiscal policy, leads to a decrease of persons who work in
the private sector and to an increase in their wages. That obvi-
ously increases company’s expenses, effects their production and
can have an effect on the rate of inflation.

Already at the time of the NCM’s conception, several objections were
raised against these conclusions. Based on data analysis, Wren-Lewis
(2000) came to the conclusion that changes in government expenditures,
transfers and taxes still, at least in the short-term, greatly influence AE.
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Hemming, Mahfouz and Schimmelpfennig (2002) point to the fact that
the affect of the fiscal multiplier is positive, even though it is small.

The issue whether the Ricardian Equivalence (RET) really happens in
practice is often seen as the key conflict. Briotti (2005) states that even
though empirical results do not really confirm its validity, the actions of
households can be partially in accordance with the RET. Coenen and
Straub (2005), Arestis (2009b) and other authors have tried to shed
more light on this partial validity. They point out that fiscal policy can
have different consequences in advanced and developing countries. In
advanced countries, there are two types of households – Ricardian and
non-Ricardian. The first type strives for interim optimization of their
consumption, acts rationally, looks to the future, is not restricted by
liquidity and has access to the asset market. These characteristics are
not true for the other type – empirical research truly shows that many
households do not look to the future and that they deal with liquidity
restrictions (Campbell and Mankiw, 1989, Mankiw, 2000b, HM Trea-
sury, 2003). Even though, according to Coenen and Straub (2005), the
share of non-Ricardian households is relatively small in Europe60, their
behavior (together with the fact that companies are in an environment
of imperfect competition and existence of menu cost) has an affect also
on the behavior of the Ricardian households that are not capable to
optimize their consumption – the presence of non-Ricardian households
brings with itself friction and informational asymmetry, therefore, total
optimization is impossible. Then, fiscal policy can influence AE, product
and unemployment rate.

According to Coenen and Straub (2005), Arestis (2009b), in case of the
developing countries, fiscal policy has a rather procyclical effect; in re-
cession it deepens the crisis. One of the significant reasons is that the
tax system here is de facto regressive. A greater presence of corruption
also plays its part. As a result of corruption, voters (interested parties)
want the government to give them various benefits, whereas these ben-
efits stimulate AE. Providing benefits is possible primarily at a time of
growth, when the budget has sources for the given benefits. In recession,
these countries start dealing with budget restrictions, so benefits are cut,
which influences the development of GDP. Empirically given claims are
confirmed by a study by Alesina and Tambellini (2005), which researched
87 countries during 1960–1999 and reached a conclusion that in 36 out

60 According to the authors of the given text, it is given primarily by liberalization
of financial markets, that has been going on since the 1980’s.
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of 64 countries of OECD non-members, fiscal policy has a procyclical
character.

12.4.2 Fiscal Policy Affects Product, Inflation, and Equilib-
rium Rate of CB

From the standpoint of constructing equations expressing the NCM, it
can be objected that effects of a fiscal policy are expressed in the first
equation (33), p. 189, specifically in the value of coefficient a0, possibly
in the change of this value. If the current coefficient value leads to a
creation of a production gap, CB should interfere. On the other hand,
it is clear that fiscal policy itself, if it is set correctly, can close the
production gap, as it can also influence inflation. This can be stated:

∆G & ∆tax⇒∆a0 ⇒∆AEt+1 ⇒∆Y gt+1 & ∆ut+1 ⇒∆(Y gt+1) ⇒∆pt+1

Fiscal policy also affects the extent of equilibrium interest rate RR∗.
Let’s express the individual components of GDP (Y = C +I +G+NX )61:

Ct = f1 + f2(1 − tax − im)Yt−1 − α[Rt −Et(pt+1)], (40)

It = f3 + f4Et(pt+1) − β[Rt −Et(pt+1)], (41)

NX t = EX t − IM t, (42)

where C are consumption expenses, I investment expenses, G govern-
ment expenses, NX net export, EX export and IM import, tax is the
income tax rate and im is the marginal propensity to import.

Production gap (Y g = Yt −Y ∗, where Y ∗ is potential product), can then
be expressed:

Y g = (f1 + f3) +Gt + [f2(1 − tax) + (f4 − 1)]Y ∗
+

+ [f2(1 − tax − im)](Yt−1 − Y
∗
) + f4Et(Yt+1) − Y

∗
) −

− (α + β)[Rt −Et(pt+1)] +EX t − IM t (43)

61 The text is based on Arestis and Sawyer (2003b). Symbols are a bit fixed because
the given texts describe NCM for a closed economy, whereas we are working with an
open economy. For synoptic reasons, dependences of export and import are not
broken down. It holds true that export is dependent on the world production gap
and the real exchange rate, import on the domestic production gap and real exchange
rate.
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Equilibrium interest rate (rate, where Y g = 0) is then:

Rt −Et(pt+1) =
f1 + f3

α + β
+
Gt +NX t

α + β
+
f2(1 − tax − im) + (d4 − 1)

α + β
Y ∗ (44)

Equation (44) makes it clear that the value of equilibrium rate is in-
fluenced by the level of government expenses as well as by the income
tax rate (and the change of these values); therefore, a single value of
this equilibrium interest rate cannot exist. Its level is influenced by the
parameters of the consumption function and dependence of investment
expenses, where these two parameters can change in time. If CB does
not recognize the given changes, logically, it can set its rate incorrectly,
which will have a negative effect on the value of the production gap and
inflation.

Monetary policy, unlike fiscal policy, has the benefit of a greater flexibil-
ity – most monetary decisions can be carried out faster. Nevertheless,
every policy has to battle with the time lag principle. In case of mon-
etary policy, the problem is the fact that a forward facing CB does not
know the future inflation rate – it can only estimate and obviously these
estimates can be wrong62. Even the up-to-date inflation rate can be
inaccurate, not only as a result of the measurement method used (e.g.
construction of a consumer basket), but also as a result of not managing
to find out all relevant data. For these and other reasons, monetary
policy should not be overrated. Presently, ideas that a fiscal policy has
its place in solving crises are more common63.

12.4.3 Fiscal Policy and Recession, the Japanese Experience

The importance of a fiscal policy can be theoretically explained with
the liquidity trap situation. However, it now appears that this situation
needs a more detailed theoretical explanation than as it is described
in standard economic texts (Blanchard, 2010). It is necessary to pay
attention to a situation when a recession is caused by a bubble burst, or
when it is a so called “balance-sheet” recession. An eye-opening example
can be the Japanese recession after 1990 (Koo, 2008). At the end of

62 If CB uses DSGE models for estimating future inflation, they can make a sig-
nificant error considering the construction of these models and what these models
lack.
63 E.g. Blanchard, Dell’Ariccia and Mauro (2010), Arestis (2011b).
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the 1980’s, a drop in real estate and stock64 prices occurred in Japan.
In case of many subjects, their liabilities exceeded the value of their
assets. In this case, a company should go bankrupt. Nevertheless, the
Japanese firms still had a stable demand; their products were still desired
by the market65, so there was no reason for them to stop production.
The firms massively (many firms made this decision around the same
time) decided to start paying off their debts and to solve their balance-
sheet problems. At the given time, the firms were not too willing to
take loans, because new loans would reveal problems on the asset side,
or the fact that the value of company assets is lower than the value of
their liabilities. “Balance-sheet” recession can then be characterized as
a problem on the asset side of companies, when the value of company’s
assets (for various reasons) decreases and the firm technically goes into
bankruptcy. However, if the company is capable of production, then it
can avoid bankruptcy, or try to avoid it – pays its debts, strives to clear
its balance-sheet. But if many firms act this way, then it must show in
a negative development of the GDP index and the unemployment rate.

Various texts explain the liquidity trap differently. Mach (2001) gives
the reason that prices of other financial assets (e.g. bonds) are high and,
therefore, interest rate is low, so individual subjects prefer to hang on to
their money – by purchasing financial assets, considering the expected
price drop, they would realize a loss. In case of the current crisis, it can
be noted in opposition to this explanation, that prices of financial as-
sets decreased, so the interest rate was supposed to increase. Blanchard
(2010) explains the liquidity trap saying that demand for money is so
low that the curve of money supply intersects the money demand curve
at a zero (or a very small) interest rate. If demand for money is low, it
can be assumed that debtors do not want to borrow. That is the case of
the Japanese crisis after 1990 according to Koo (2008). Banks in Japan
were willing to lend during most of the time between 1990–200366. That
means that the liquidity trap was not caused by the banks’ unwillingness
to provide loans, but by the actions of companies, who, as a result of the

64 Value of Nikkei 225 stock index which includes the stock of the 225 most sig-
nificant companies fell from its peak of 38916 reached on December 29, 1989, to its
bottom of 14309 on August 18, 1992. A gradual recovery followed, index value has
never exceeded 21000 points. At the time of writing of this chapter (August 2011) it
was under 10000 due to the crisis.
65During most of the time after 1990, Japan had the largest trade surplus in the

world, meaning that international subjects were willing to buy Japanese goods.
66 Year 1990 is usually said to be the beginning of Japanese problems. Since 2003,

growth rate of Japanese GDP steadily higher than 1.00% (up to and including 2007).
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problems with their balance-sheets, were rather paying off their existing
debts and were not willing to (in a greater extent) take new bank loans.
In a way it does not matter whether banks and other financial organiza-
tion are not willing to lend or if companies do not want to borrow67. The
consequence is always the ineffectiveness of the monetary policy, be it in
the form of decreasing interest rates of the growth of the value of M .

In case of the Japanese economy, the drop in loans the companies took
led to the decrease of their investment expenses. At the same time,
problems of the Japanese economy did reflect on the consumer behavior
of Japanese households. Net export itself cannot usually balance out
the given problems, so it is desirable to increase government spending
(even at the price of a deficit growth). Under normal conditions (not in
a recession), an increase in government expenses leads to a displacement
effect. Firms are generally more effective in using outside sources. But if
companies do not want to borrow, then the risk of a displacement effect
is minimal. It is worth mentioning that Koo (2008) thinks that the
Japanese recession lasted so long because the fiscal policy was sparsely
expansive. Moreover, the Japanese government made several mistakes –
e.g. in the course of the recession (in 1996), it decided to increase taxes
aiming to increase tax income in order to reach a surplus budget. The
result was completely opposite – in 1997, tax income dropped compared
to 1996 and the budget sunk into a greater deficit.

12.5 Problematic Aspects of the NCM and Their
Possible Solutions

A number of problems the NCM is connected with, like the fact that none
of the macroeconomic policies has sufficiently dealt with the influence of
financial asset prices on the total stability, or more generally, that the
effect of financial stability and development on the financial markets on
the production gap and inflation was underestimated. Or the fact that
policy of cheap money can lead to an excess credit expansion, which can
be reflected in the financial markets (in the prices of financial assets).
Doubt over the conviction of the ineffectiveness of a fiscal policy was
already mentioned or discussed in this text and in other works (Arestis,

67 Situation when banks are not willing to lend, especially because they think that
loans are too risky, is usually called the credit crunch (Bernanke and Lown, 1991).
Nevertheless, a situation when debtors do not want to borrow can also be labeled a
credit crunch.
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2009a, Arestis, 2011a). Here we would like to call attention to the fol-
lowing problematic aspects of the NCM that we think are significant and
important:

• The NCM is based on the presumption of forward looking agents
without liquidity restrictions and with perfect information (ex-
cluding uncertainty) and on a perfect capital market. These pre-
sumptions are not met, though. That can cause problems from
the long-term point of view – subjects, for example, accept loans
in the short-term, even though they are not capable to pay them
off in the long run. Let’s emphasize though that this behavior of
agents is rational to a great extent, and is influenced by incentives
that are present in the given economy. If agents are encouraged to
run into debt and their ability to repay is not sufficiently checked
and if a conviction that a possible inability to repay will not cause
a significant harm is created, behavior that in its consequences
threatens the financial stability is logical. If conditions were set
differently, agents would also act differently.

• The NCM pays little attention to the fact that past decisions affect
the present state – even though the NCM equations imply that the
present production gap, among other things, depends on the past
production gap and decisions of CB on the past rate of inflation,
then past decisions can significantly influence agents’ actions (e.g.
their willingness to borrow, consume, invest, level of government
spending, etc.) In the NCM, investments are de facto dependent on
the decisions of domestic (in case of an open economy also foreign)
agents to consume and levels of savings derived from this decision.
But if investments depend also on other factors, especially their
expected rate of profit and expected risk, an incongruity can arise
between savings and investments, where the level of investment
can, among other things, result from the past and current stock of
capital assets, that is be affected by time.

• CB usually decide about setting their rates approximately once
per month, where the change usually is not higher than 0.25 of
a percentage point. Although this change might not affect infla-
tion much, it creates costs to subjects whose decisions depend on
CB’s rates – these are called “menu cost” and they can show up
in inflation. Frequent changes of interest rates create opportuni-
ties for speculations and contribute to a financial instability. On
the other hand, CB’s decision itself can have a minute effect on
the decisions of financial organizations that lend money – in a real
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economy, there are many interest rates, where their level depends
on many factors (type of risk, time, market character). Especially
in the situation of the “liquidity trap” type, lowering of CB’s rates
does not have to have an effect on other subjects.

• At least from the short-term standpoint, inflation is caused pri-
marily by demand. Supply shocks can be included in the coeffi-
cient value s3 in equation (35), p. 189, nevertheless, these shocks
can have a significant effect on inflation, whereas overcoming these
shocks is connected with changes in the unemployment rate when
there are inflexible prices. In a way, the NCM omits the experience
which most countries experienced in the 1970’s with the oil shocks
and price increases of raw materials and groceries, which occurred
especially in 2007, that is just before the main breakout of the
crisis. If CB react on the negative supply shock by raising interest
rates, (which was the case of FED, ECB, BoE), then it is their
decisions that contribute to the financial instability, because many
decisions of agents were based on expecting low interest rates.

The question remains, how do we react to these findings the crisis has
brought? Here we will not deal with practical recommendations for
monetary or fiscal policies. Discussion on this topic is included in many
texts68. Rather, we will aim for a more general generalization from the
standpoint of constructing macroeconomic models. The NCM models
belong (Zamrazilová, 2011) into the group of dynamic stochastic general
equilibrium (DSGE) models. Their advantage is their microeconomic
anchoring, based on which it is easier to describe behaviors of macroeco-
nomic magnitudes more realistically. It makes sense to consider whether,
even in the long run, general equilibrium is truly established. Various
shocks, especially entrepreneurial discovering (Kirzner, 1998) and inno-
vation, constantly throws any system out of balance. Thanks to the
technological advancement, the number of shocks rather increases. But
agents have limited information which is spread over time and place
(Hayek, 1945). They are in a world of imperfect competition and do
have a time-unlimited outlook. Various research (Coyle, 2010) shows
that, from the stand point of profit, short-term advantages are overrated
and long-term advantages are underestimated, where (as is emphasized
above) this overrating is caused by the incentives that agents encounter
at a given time and react on them while not being able to estimate all
the long-term consequences of their decisions.

68 E.g. Carmassi, Gros, Micossi (2009), Poole (2010), Willet (2010).
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All the above mentioned factors, together with the fact that, in the
short-term, prices of many production factors and outputs are inflexi-
ble, lead to the fact that a universal balance is not accomplished even
in the long-term. We do not agree with Coyle (2010) that DSGE mod-
els are a dead-end street of economic development. However, it seems
that these models, despite their dynamic character, overrate the state of
equilibrium, which is in its substance static and does not account for the
dynamic world, the flow of time, unfamiliarity and uncertainties enough.
In other words, the concept of equilibrium is overrated on account of the
fact that economic systems only aim for equilibrium, without actually
reaching it. The model de facto ignores the role played by disequilibrium
prices – most transactions do not happen under equilibrium prices, but
prices that do not ensure equilibrium (Boetkke, 2011). In consequence
of adjusting these prices, the system comes closer to equilibrium. On
the other hand, other changes take the system out of equilibrium again.
The given changes of disequilibrium prices and production changes that
follow from this change of prices must be necessarily reflected also in
macroeconomic indexes such as the GDP and the inflation rate. If the
model is focused too much on the state of equilibrium, the given changes
might not be sufficiently included in its reasoning. Among other things,
this can lead to a faulty estimate of macroeconomic quantities. More
generally, equilibrium conditions or values have no meaning to agents –
the environment for entrepreneurial discovery, for improving the present
unsatisfactory state with an expected better future state is not in equi-
librium.

Agents’ decision making processes always happen in a certain context
– agents consider what effect will their decisions have not only in the
current game,69 but also in future games; however, they are not capable
to recognize all the games they participate it. The structure of incen-
tives that affect their decisions comes from a system of institutions –
formal and informal rules structuring and limiting human interaction
(North, 1991). Especially the influence of formal institutions depends
on the quality and functioning of institutionary governance70 that en-
sure enforcement and adherence to formal rules. All the factors listed

69 The word game is understood in the usual meaning of game theory, interactive
economic situation, when making decisions (actions) of a certain subject is affected by
decision making (actions) of other subjects while at the same time affecting decision
making (actions) of other subjects, where conflicts among individual participants can
arise. (Maňas, 2002, Dlouhý and Fiala, 2007)
70 See Wawrosz (2011).
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here have an effect on reaching general equilibrium and on macroeco-
nomic indexes; it would be desirable to include them in the individual
models. Of course, one can object that by including these factors any
model would become too complicated and confusing71. After all, one of
the benefits of the NCM model is its internal consistency – the mutual
ties of the individual quantities which are preferred over the external
consistency – or over the model’s correlation with empirical data (Wren-
Lewis, 2007). But if the inclusion of various factors is not possible and
if the external consistency can be disputed, a permanent validity of the
model, or its long-term functioning from the standpoint of the reality of
too simple ties (such as that a change in CB’s interest rates will always
affect inflation and the production gap), cannot be expected. The NCM
models at least tempted to preferring such ties72.

The NCM models showed their validity in times of economic growth.
This chapter agrees with the opinion that policy of cheap money, which
to a certain extent stemmed from the NCM and which was practiced by
a number of CB in the first half of the first decade of the 21st century,
at least indirectly contributed to present problems (e.g. White, 2009).
Nevertheless, this does not exclude the practical uses of the NCM mod-
els. On the other hand, procedures that are not contained in the NCM
(massive use of a fiscal policy, purchasing of government bonds by CB
etc.) were used in solving the crisis. From the standpoint of inflation
targeting, the above mentioned holds true – in most countries target-
ing inflation, the given policy led to a lower inflation rate before the
crisis, respectively that it remained at a low level. Nevertheless, there
are problems with measuring inflation – increasing prices of some assets
(especially financial assets) were not reflected in the consumer basket.
It is therefore necessary to look for alternatives or expansions of the
NCM models for cases of crisis, liquidity trap situations, etc. From the
standpoint of measuring inflation, it is then a question of whether the
consumer price index (CPI) is a suitable tool – as the name of the in-
dex implies, it only monitors the prices of goods that are purchased by
consumers and neglects the prices of other goods, or assets. It is not
possible to rely on the fact that simple solutions will always work, that
relationships between these individual coefficients are direct and linear
(as the NCM model assumes) and that, in reality, these relationships
will always function only in accordance with the model. It is true for
71 Economically said, costs for inclusion are higher than the benefit that would

come from it.
72 A similar opinion is also expressed in Blanchard, Dell’Ariccia and Mauro (2010).
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inflation targeting that this targeting by itself will not ensure financial
stability; it does not guarantee that financial organizations will not invest
into risky instruments that can cause a crisis. On a more general level,
it can be said that, from the standpoint of various model construction
describing human actions and actions of macroeconomic values, a crisis
should make us more humble and help us realize that human knowledge
can never embrace everything and that reality is more complex than any
model; therefore, no model can be conclusively trusted.
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13 Epilogue: Ten Possible Scenarios for
the Future Development of the
Eurozone

Lubor Lacina
Mendel University in Brno, Czech Republic

Since January 1999, the Eurozone has been enlarged from 11 countries to
the current 17. It is worth noting that, for example, Estonia decided to
enter the Eurozone at the height of the crisis. Other Baltic countries are
ready to do the same at the earliest opportunity, even with the Eurozone
crisis escalating and the entire project coming under sustained criticism.
A look at the macroeconomic data shows the first decade of its existence
has been quite successful. Using the USA as a benchmark, the Eurozone
performed on a comparable level with the US economy. But the greatest
expectations remain unfulfilled. The euro has not brought faster, more
robust economic growth. In fact, the opposite has taken place. From the
outset there have been marked imbalances in terms of competitiveness,
economic growth and inflation. The financial crisis has brought about the
neglect of economic problems in individual member countries, leading to
significant losses in GDP. Unemployment in peripheral countries such as
Greece and Spain has exceeded 25% and four countries (Greece, Ireland
Portugal and Spain) have now been forced to search for the financial aid
from the EU, the IMF and the ECB. The EU’s inability to react to the
problems in Greece and the spill-over effect that has been generated in
other peripheral Eurozone countries has completely overshadowed the
successes achieved during the first ten years of the Eurozone existence.

13.1 Assumptions in Evaluating the Scenarios

It is always difficult to predict the future, especially as national (and
transnational) economies are concerned, even though such predictions
are the sine qua non for both general and economic policy purposes.
The reason for this is that modern economies (and societies) represent
more than just the interplay of rational market forces, which form the
bread and butter of economic modeling. They are affected by a variety of
social, political and random factors. These are in general unpredictable,
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often even for the actors participating. Hence whenever an analysis
pertaining to the future is contemplated, it pays to specify some basic
assumptions.

All of the scenarios indicated below are based upon some basic assump-
tions.

Firstly, as was true of economic crises historically, it may be assumed
that this crisis, too, will be connected to a slowdown in integration pro-
cess and the growth of “eurosceptic” tendencies within the individual
member countries.73 Even before the outbreak of the crisis, it was possi-
ble to observe declarations by some politicians blaming their countries’
economic problems on the euro, i.e., on the inappropriate monetary pol-
icy of the European Central Bank.74 As the current recession expands
in both length and breadth, the frequency of such eurosceptic opinions
is increasing. The European economic and monetary union project has
been a political process from the outset and it may be anticipated that
those who pose the first questions about the cost of continued mem-
bership by their countries in the Eurozone will be politicians.75 The
second important assumption which must be taken into account with
all of the envisioned scenarios is the nonexistence of legislation or (a
precedent) under which a country might exit the Eurozone. Current EU
legislation does not prescribe a procedure by which any country may
give up its membership in the Eurozone. The Lisbon Treaty speaks only

73 A typical example would be at the end of the 1970s and the start of the 1980s,
during the period following the first and second oil crises of 1973 and 1979. Euro-
pean Community members reacted to economic problems by suspending the process
of deepening economic integration. The Single European Act, which shifted the
European Community by creating a common market with free movement of goods,
services, capital and persons, was not adopted until 1986, after economic growth had
been renewed in the majority of member countries. The period from the end of the
creation of the customs union in 1968 until 1986 (almost 18 years) is often referred
to in the literature of the history of the European integration process as the period
of “eurosclerosis” (for more, see, e.g., König, P., Lacina, L., Přenosil, J. (2009):
Učebnice Evropské Integrace, pp. 49–61).
74 The best-known would be the declaration by French president Sarkozy on the

overly restrictive policy of the ECB (e.g., Euractiv, 2007) or that of Italian president
Berlusconi on the negative impact of the euro on the Italian economy (e.g., Guardian,
2005).
75 An example would be the reaction of voters to the negative economic develop-

ments in Greece, or the significant ally oral success enjoyed by the True Finns Party
in Finland. By contrast, Geert Wilders was unsuccessful with his anti-European pol-
itics in the Netherlands. Pro-European parties are currently in charge in Ireland,
Spain and Italy. It will be interesting to study campaign themes in the approaching
German parliamentary elections, which are due to take place in 2013.
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of an exit from the EU as a whole. Any country which were to decide
to replace the euro with its national currency would, in all likelihood,
need to consider giving up its membership in the European Union as a
whole76 and finding a new way of cooperation with the remaining EU
countries77. The third point which fundamentally impacts how well the
scenarios presented conform to reality is the fact that any withdrawal
of the country from the Eurozone would likely lead to a deepening of
economic problems for the economy in question instead of an immediate
improvement in the country’s situation. In particular, countries with low
competitiveness, budget deficits and high indebtedness would be faced
immediately upon exiting the Eurozone with extensive depreciation of
the newly introduced national currency, growth in inflation and an in-
ability to pay their debts.78 These and other negative impacts could be

76 The Lisbon Treaty, which replaced Treaty of Nice deals with the exit of a member
State from the EU in Article 49a: “(1) Any Member State may decide to withdraw
from the Union in accordance with its own constitutional requirements; (2) A mem-
ber State which decides to withdraw shall notify the European Council of its inten-
tion. In the light of the guidelines provided by the European Council, the Union shall
negotiate and conclude an agreement with that State, setting out the arrangements
for its withdrawal, taking account of the framework for its future relationship with
the Union. That agreement shall be negotiated in accordance with Article 188n Par.
3 of the Treaty on the Functioning of the European Union. It shall be concluded on
behalf of the Union by the Council, acting by a qualified majority, after obtaining
the consent of the European Parliament; (3) The Treaties shall cease to apply to
the State in question from the date of entry into force of the withdrawal agreement
or, failing that, two years after the notification referred to in paragraph 2, unless
the European Council, in agreement with the Member State concerned, unanimously
decides to extend this period.
77 As has already been seen with Norway and Switzerland, it is possible to stand

outside the structure of the EU and still take advantage of the common internal
market. Countries exiting the Eurozone or the EU itself could negotiate a status
similar to that currently held by countries in the so-called European Economic Area
with the EU as part of the exit procedure.
78 The only country in which these impacts would be minimal upon exit from the

Eurozone is Germany. It may be argued that it is very likely that the credibility of the
German economy would even be enhanced upon exit from the Eurozone. It is of course
a fact that a reintroduced German currency would appreciate vis-à-vis the remaining
Eurozone countries and their own newly introduced currencies. But the Deutschmark
appreciated during the entire period of time from the collapse of the Bretton Woods
system of fixed exchange rates and, in spite of this, the German economy was able to
maintain its competitiveness by controlling growth in nominal wages and productivity.
The German economy retained this capability into the start of the 21st century. It
may therefore be presumed that any appreciation of the Deutschmark would impact
on Germany’s competitiveness only temporarily. The second negative impact noted
is the issue of the settlement of payables and receivables under the TARGET system.
Germany is a major lender on the order of hundreds of millions of euros and it is

218 Part IV — Epilogue



partially eliminated if exiting from the Eurozone took place in a single
step without consultation with other member states and all preparations
geared towards replacing the euro with a national currency took place
behind the closed doors. The entire process of exchanging the euro for
the national currency would need to take place very quickly.79 The last
significant assumption in the scenarios defined below is the length of the
current crisis and the capability of the Eurozone countries to renew an
economic growth. The longer the crisis lasts, the greater is the threat
that the Eurozone will disintegrate or that some countries will exit the
monetary union. The reason would be the lack of capability of countries
on the periphery to renew an economic growth. This leads to a situation
in which, in spite of attempts to stabilize budget deficits, the overall debt
burden grows unsustainably vis-à-vis economic output.

Figure 29 shows three possible scenarios for the development of potential
product in the Eurozone as a consequence of the impact of the financial
and economic crisis on individual national economies starting in the sec-
ond half of 2008. The first scenario anticipates a strictly temporary drop
in the development of the potential product vis-à-vis the trend in place
before the start of the economic crisis, with a return to this level after a
certain period. The loss to the economy is dictated by the length of time
for which the potential product diverges from its long-term trend. The
second scenario foresees a drop in the potential product as a result of the
recession which perseveres at its lower level over the long-term (e.g., as
a consequence of an inadequate response in economic policy – failure to
solve the problem of maintaining stability in the financial system). This
simultaneously causes the unemployment rate, of course, to stabilize at
the level reached at the end of the recession. A long period of stagnation
flows as a consequence from the negative impact of long-term high un-

not completely clear how the balance sheet would be settled (see Sinn, 2012, and De
Grauwe, 2012).
79 The process itself of replacing the single-currency euro with the national currency

would have costs on a similar scale as those the countries experienced upon intro-
ducing the euro (costs for printing banknotes, stamping coins, revaluing accounting
items, changing accounting systems, etc.). The fact is that, while the transition to
the euro was in preparation for several years, the return to the national currency
would have to take place with minimal preparations and would be sure to bring a
number of complications for the functioning of national economies. On the other
hand, it should be noted that national central banks have continued to function after
introduction of the euro in all member states at roughly the same size as before they
transferred their decision-making powers on monetary policy to the ECB. Each coun-
try thus possesses adequate specialists and technical capacity to renew the national
currency and to formulate an autonomous monetary policy.
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Figure 29 Three Possible Scenarios for the Development of Potential
Product in the Eurozone
Source: Koopman, G. J., Székely, I. P. (2009).
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employment. The third, pessimistic scenario is illustrated by a variant
in which the consequences of the economic crisis bring about a drop in
potential product and the output gap80 continuously expands over time.
There may also be further growth in unemployment as a result.

All these assumptions must be taken into account in assessing scenarios
for the potential future development of the Eurozone. For each scenario,
an assessment will be offered of its likelihood, feasibility, temporal dy-
namics and any restrictions posed by, e.g., European Union legislation.

13.2 Scenarios for the Future Development of the
Eurozone: The Euro at the Crossroads

The following section identifies ten possible future developmental sce-
narios, with variants ranging from more thorough political integration
tending toward the creation of a fiscal union all the way to the breakup
of the entire Eurozone and a return to national currencies.

Scenario 1: Collapse of the Eurozone and a Return to National
Currencies

The first scenario to be considered is the breakup of the entire Euro-
zone, an event which, although possible, is fairly unlikely. A similar
scenario might be envisioned if the majority of current members came
to the joint consensus that the existence of the Eurozone and the com-
mon monetary policy stands in the way of overcoming the crisis and that
it would be better for everyone to return to national currencies. Were
such an event to take place, it would result from a joint political decision
by the most important EU member countries and would be kept secret
for as long as possible to buy time for the Eurozone countries to return
to their national currencies. The instigator of the collapse of the entire
Eurozone might be Germany, if the Germans were to evaluate continued
participation in the group as being too expensive and fraught with risk.
It was already clear from the outset of preparations for the economic
and monetary union that the project could only be pulled off with the
participation of Germany. The conclusion is therefore that any decision
by Germany to return to the German mark would lead to the collapse
80 The output gap is defined as the difference between the potential and actual

product. It thus shows the product volume which might have been produced but was
not.
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of the entire Eurozone. The “advantage” of this scenario might be a
lesser negative reaction by the financial markets than if only countries
on the periphery of the Eurozone (Greece, Portugal, Spain, Italy) were
to exit. These countries would pay for their exit in terms of currency
depreciation, a inflation, interest rate hikes, asset devaluation, and out-
flow of foreign capital, etc. As has been indicated, a return to national
currencies would not be athe simple step technically but it would not be
completely undoable. It would very much resemble the introduction pro-
cess for the euro. It would only involve the exchange of the euro for the
national currency and a return of the decision-making power concerning
monetary policy to the national level. The likelihood of this scenario
increases with the length and depth of the economic crisis. One possi-
ble variant on development of the economic crisis could be the so-called
“Japanese path”. Economies will cease falling off after a certain period
of time but will then remain at this lower level for a number of years81.
This brings about a long-term reduction in the standard of living and
double-digit unemployment with its negative consequences. In such a
case, society increases the pressure on political representatives to take
radical steps to resolve the situation. Demands to replace the euro with
national currencies or leave the European Union altogether cannot be
far behind.

Scenario 2: The Exit of Italy, Greece, Spain, Ireland and an
End of Enlargement of the Eurozone

In the media, one of the most frequently presented developmental sce-
narios concerns the exit of countries which have suffered the most from
the impact of the financial and economic crisis. Most frequently men-
tioned is Greece. There are significant concerns that an exit by Greece
would initiate a domino effect and the financial markets would turn their
attention to other countries on the so-called periphery of the Eurozone,

81 This kind of economic development is referred to in the literature as the “hockey
stick effect”. The economy first records a steep decline in production. After hitting
bottom, however, there is no speedy recovery. Rather, the economy continues to func-
tion at a lower level over the long-term. This state is largely the result of an inefficient
monetary policy which exhausts all available tools as production drops and at a cer-
tain point, loses its efficiency. The central bank announces interest rates approaching
zero. Real interest rates take on negative values, etc. An inefficient monetary policy
may then result in an overactive fiscal policy and growth in total government debt.
Japan is currently among the most indebted countries in the developed world, with
government debt reaching 200% of GDP.
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forcing them to withdraw from the common currency (Italy, Spain, Por-
tugal and Ireland). These countries are not only exposed to the impact
of the economic crisis but are also gradually losing one of the greatest
advantages of membership in the monetary union: very low nominal and
real interest rates. When the crisis started, the financial markets began
once again to evaluate these countries as risky and began to demand
higher interest rates (a higher risk premium) in exchange for providing
capital to finance budget deficits and refinance debts. In the case of
Greece, there has already been a partial declaration of insolvency and
some countries on the periphery are under the real threat of having to
announce a state bankruptcy in the near future. The more stable eco-
nomies of the Eurozone would also “welcome” the exit of these countries.
They worry that the financial markets will evaluate the Eurozone as a
whole and that the tax for participating in a monetary union with these
countries will be an increased risk premium for all member countries.
Countries like Germany also have increasing worries about the policies
of the European Central Bank. The bank’s almost unlimited interven-
tion in the secondary government bond market, the provision of liquidity
to commercial banks and other forms of quantitative easing under con-
sideration threaten the price stability across the Eurozone. Although
this scenario is essentially a highly pragmatic one, in all likelihood it will
not come to pass. The problem economies are aware that in the short
run, the costs of leaving the Eurozone would substantially exceed any
benefits.82 And in addition, the remaining member countries have no
legislative instrument by which to exclude the “problem” countries. The
probability that this variant would be implemented is very low. This
probability increases only if elections in some problematic economies
create a populist-led coalition which will not take the negative economic
and political impact of terminating the country’s membership in the
Eurozone, or potentially the European Union, into account.83

82 For instance, the low level of openness on the part of Greece to international
trade leads to the conclusion that adopting a national currency with its subsequent
depreciation would be counterproductive for growth in exports and indirectly for the
Greek economy as a whole, as well.
83 Examples would be the election results noted in Greece and Finland, and the

strengthening of virulently eurosceptic political parties.
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Scenario 3: Further Expansion of the Eurozone: Status for
New Countries as “Half” Members

Another possible scenario comes from the proposal by the International
Monetary Fund. At present, the Eurozone consists of only 17 countries
out of a potential 27. Full membership, however, is possible only for
countries which fulfilled the so-called Maastricht criteria. Economies hit
by the economic crisis will have the greatest problems in fulfilling budget
deficit criteria. The deficit may amount to a maximum of 3% of the gross
domestic product. In reaction to the negative economic developments,
most countries have increased their expenditures from public budgets
and at the same time their revenues have been substantially reduced
because of the drop in economic activity. The result is that most can-
didate countries substantially exceeded the public budget deficit criteria
for several years in a row.84 This could result in postponement of entry
into the Eurozone for a number of years. Despite the current preva-
lence of criticism of the European monetary integration process, there
are groups of countries which are eager to enter the Eurozone as soon
as possible (e.g., Lithuania and Latvia). The International Monetary
Fund has proposed in the past that existing member countries might
permit all candidate Eurozone countries an exception from the fulfill-
ment of the convergence criteria in exchange for status as so-called “half
members”. New member countries which do not fulfill the criteria could
officially make use of the euro but would not receive the share of voting
rights in determining the shape of the common monetary policy. This
scenario, however, has two important limitations. The conditions for fill-
ing the convergence criteria are anchored in the primary EU legislation
and their amendment would require the unanimous agreement of all EU
member countries. Critically, Germany would have to support the no-
tion of allowing exceptions and it has consistently supported the “letter
of the law” in demanding the performance criteria be fulfilled. There
would seem to be no problem in granting this sort of exemption to the
Baltic countries, but there are significant concerns about the negative
precedent it might set.85 Some existing Eurozone countries which are

84 As is clear in the case of Estonia, public budgets may be stabilized even under
crisis conditions. Estonia fulfilled the so-called Maastricht Criteria in the reference
year 2010 and became a full member country of the EU as of January 1, 2011.
85On the other hand, there are already three countries which would unilaterally

introduce the euro as their national currency, these being Montenegro, Bosnia and
Herzegovina and Kosovo. The reason is that these countries made significant use of
the Deutschmark and upon its demise, logically turned to the euro.
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highly indebted might see admitting countries without requiring they
fulfillment of the criteria as a relaxation of fiscal rules for countries in-
side the Eurozone, as well. Germany’s representatives are well aware of
this and will therefore never support such a proposal. The second prob-
lem lies in the political support for a “second-class” membership in the
candidate countries themselves. Citizens in the Baltic countries would,
of course, gladly “exchange” the rapid adoption of the euro for the loss
of rights to take part in decision-making about the single monetary pol-
icy.86 “Halfway membership” status looks at the first glance to be an
acceptable solution to the problem of the Baltic republics, in particular,
but is practically unrealizable in practice due to these limitations.

Scenario 4: Unilateral Euroization

The foregoing scenario focused on the possibility for some countries to
enter the Eurozone without fulfilling the convergence criteria by exchang-
ing a share in deciding the shape of the common monetary policy. In the
end, we concluded that the scenario is not particularly realistic, in the
view of the negative precedent it would set. For the Baltic countries in
particular, an alternative would be the so-called unilateral euroization.
This would involve introducing the euro with no prior application for
membership. Similar steps have been taken by non-EU-member coun-
tries in the past, such as Montenegro and Kosovo. Given the size of
the Baltic republics, the scenario is technically feasible. These countries
should have no problem over the short-term gaining adequate quantities
of banknotes and coins to provide for all transactions and exchange the
domestic currency. As has been indicated, these countries have already
pegged their currency to the euro long-term and there are already severe
restrictions on the autonomy of their monetary policy. But there is still
the question of how the existing Eurozone member countries would react
to such a unilateral step. In the case of Montenegro and Kosovo, as non-
member states of the EU, the member countries possess no direct tools
by which to react. This is, of course, not true for the Baltic republics
which became full members of the EU in 2004. They are therefore ob-
ligated to maintain the rules designated in the primary and secondary
legislation. This scenario appears realistic but with the one unknown
86 Countries which have decided to peg their currency to the euro by using the so-

called currency board, for example, have very restricted opportunities in this regime to
undertake an autonomous monetary policy. The loss of voting rights on the Governing
Council would thus not bring any significant cost vis-à-vis their current situation.
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variable: the reaction of other members of the Eurozone. The scenario
is restricted only to very small member countries. For economies such as
Hungary’s and Poland’s, such a step is unrealizable for technical reasons.

Scenario 5: Germany Agrees with More Rapid Growth in In-
flation than the Current ECB Target

An elegant solution to the problem of countries with high levels of debt
and a growing risk that they will be unable to repay their debts would
be to reduce the real value of the debt by allowing higher inflation.87 A
fixed interest rate for public debt finance instruments and higher inflation
will result in a drop in real debt servicing costs. Such a method could
reduce the likelihood of countries on the periphery having to announce
bankruptcy. At present, however, the situation is quite at variance with
this. Central banks are independent of governments and within the mon-
etary union; governments no longer have control over the central bank
and monetary policy like they had in the past. The Eurozone inflation
target is anchored in EU law (ECB statute) and can only be changed
with the unanimous agreement of all EU member countries. First of all
any such freeing of the inflation target would have to be agreed to by
all member countries, and in particular Germany, which cited the price
stability as one of the basic conditions for its entry into the economic
and monetary union. There is a very pragmatic explanation for this de-
mand. Germany attained one of the highest standards of living in the
world for its citizens during the latter half of the 20th century. Currently,
it has one of the highest levels of population ageing. Thus the politi-
cal demands placed by German citizens on their political representatives
are clear. There is no need to further increase the standard of living.
Rather, priority must be given to maintaining the current status quo,
i.e., to maintaining a stable real value for attained wealth.88 This goal
87 This method has always resolved the situation of unsustainable debt in the past.

When wars were over, kings found their treasuries empty after having accumulated
debts during the war that exceeded the capacity of their economies to repay them.
The usual solution was to recall gold coins issued by the crown (usually with a portrait
of the reigning monarch), melt them down and return them to the market with lower
gold content, which amounts to nothing other than inflation.
88German retirees have no wish to be richer, but they are interested in seeing that

the wealth they have accumulated during the active portion of their lives maintains
its real value until they die. The greatest threat to this is inflation. It negatively
impacts on both the real purchasing power of accumulated assets (e.g., fixed-yield
bonds) and fixed incomes of the type normally possessed by retirees (whether from
the state or from pension funds).

226 Part IV — Epilogue



would be threatened by inflationary growth. Because of Germany’s po-
sition within the Eurozone, the notion of raising the inflation target for
the Eurozone seems unrealistic.89 The problem of countries with high
debt servicing costs will have to be resolved by an alternative route.

Scenario 6: Germany Agrees to the “Temporary” Withdrawal
of Countries and Their Return to the Eurozone When They
Once Again Meet the Maastricht Criteria

This scenario makes use of the experience of the majority of existing
Eurozone countries during the time when the so-called European Mone-
tary System was in force between 1979 and 1999. This was a system of
fixed exchange rates under which the currencies participating in the sys-
tem were only allowed to increase or decrease their value within a range
of ±2.25%, and later ±15%.90 Countries which found themselves inca-
pable of intervening to maintain their currencies within the prescribed
limits could ask the permission of the other countries to exit the sys-
tem. This normally resulted in the devaluation of the affected country’s
currency, leading to renewed competitiveness and balancing the books.
Once the problem had been resolved, the country was able to request
the reentry into the system. A similar solution would, then, be available
for the existing countries in the Eurozone. If problems arose, they could
temporarily leave the monetary union and future membership would be
conditioned upon once again fulfilling the Maastricht Criteria. This sce-
nario thus forms an alternative to Scenario 2, involving the permanent
exit of some countries from the Eurozone. But this scenario, too, has
some significant limitations. In the case of the European Exchange Rate
Mechanism (ERM), countries would fix their exchange rate but con-
tinue to use their national notes and coinage. As it stands currently,
they would have to reinstate their national currency upon exiting the
Eurozone, something which would incur one-time costs amounting to as
much as several % of GDP. At the same time, EU law would have to
be amended, since it currently does not allow temporary exits from the
Eurozone. This variant could be highly attractive to problem countries.
The financial markets would be notified in advance that this is only a

89Germany could, however, show partial solidarity with countries afflicted by the
debt crisis if the government makes a deal with unions and employers on faster growth
in nominal wages, with the end result potentially leading to increased price growth
(inflation) in the German economy and indirectly for Germany’s trade partners.
90Dědek (2009) goes into the functional mechanisms of the system in greater detail.

Part IV — Epilogue 227



temporary step and would undoubtedly react much less negatively than
they would to an announcement of a total exit from the Eurozone. On
the other hand, such a solution would harm countries remaining within
the Eurozone. The highest costs would be borne by the German economy
which, as we have noted, is one of the most important trading partner of
the majority of member countries in the Eurozone. Depreciation of the
currency of the country temporarily exiting the Eurozone would mean
gaining competitiveness primarily at the expense of Germany. Germany
could thus not agree to such a solution, particularly if the country in
question was, e.g., Italy. A similar scenario might be seen as setting a
negative precedent for misusing membership in the Eurozone.91 Instead
of implementing long-term unpopular measures to maintain the compet-
itiveness (such as setting limits on nominal wages), countries would be
able to resolve their problems at the expense of their trading partners via
currency depreciation. It would be a negative signal for the future which
would harm the economies attempting to undertake long-term policies
whose goal is to maintain or promote competitiveness.92 Germany is
one such responsible economy and it is therefore highly unlikely that it
would agree to such a proposal.

Scenario 7: Emergence of a Fiscal Union: Consenting to Share
Debt Refinancing with Problem Countries

One real threat to the Eurozone since 2008 has been the fear that some
countries will be unable, as a result of the continuing economic crisis, to
refinance their high debt servicing costs and will at some point declare
bankruptcy. This fear was borne out in 2010 when the Greek govern-
ment, prompted by growing interest rates in the financial markets and
the continuing recession of the Greek economy, was forced to ask for a
financial assistance. But current EU law forbids the European Central
Bank or individual states in the Eurozone from taking part in the res-
cue93 of such an economy. But a financial collapse of a single economy
may threaten the trustworthiness of the entire Eurozone in the eyes of
the financial markets and thus impact negatively on all member coun-
tries in the form of growing risk premiums. Because of this and in spite
91 Similar things took place in the 1930s. Countries engaged in so-called competi-

tive devaluation. The result was simply growth and inflation without attaining any
competitive advantages whatsoever.
92 For example, in the form of limits on nominal wages or supporting growth of

labor productivity (via structural changes).
93 By means of a “bailout”.
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of the legal restrictions, member states of the EU and the Eurozone
have sought ways to offer financial assistance to impacted economies.
The goal of this assistance is to preserve the trustworthiness or stability
of the entire monetary union. But this scenario, too, faces a range of
limitations in addition to the legal barriers. The joint EU budget is of
limited size (roughly 1% of the gross national income of all EU member
countries) and, aside from the Globalization Fund (approximately e500
million per year), there is no mechanism by which to support the finan-
cial situation of member countries with growing deficits and obligations.
Funding allocations from the EU budget are therefore insufficient and
additional required sources must therefore be found at the national level
(in national budgets) outside the existing EU budget. Another signifi-
cant stumbling block is the volume of funding which must be found. It is
possible that the member countries would be able to join with the Inter-
national Monetary Fund to find funding needed to help small countries
like Greece, Portugal or Ireland, which indeed has already taken place.
But it is quite impossible to imagine what would happen if it became
necessary to find funds for the collapse of the public budget of a country
like Italy or Spain. In this case, a funding would have to be found on the
order of hundreds of billions of euros.94 Public opinion forms another
significant barrier to support for such measures. It is very difficult to
explain to the citizens of a country like Slovakia why they should pay the
way of the citizens of Greece or Spain. Politicians within the member
countries have a difficult enough time finding budget savings to stabilize
their own public finances. Finding public support and consensus across
the political spectrum for sending money to other countries seems highly
unrealistic in the middle of an economic crisis.95

One option discussed to reduce the burden on national budgets is the
issuance of so-called common Eurobonds. As we have already noted, a
basic problem for countries like Italy and Greece is growth in the risk
premium because of the growth in the risk that debt servicing costs will

94 The European stabilization mechanism recently has at its disposal up to e500
billion, which is still viewed as inadequate should it be necessary to provide financial
assistance to the economies of Spain and Italy. Estimates are that it would require
a tripling of current values to provide adequate assistance to countries like Italy or
Spain.
95 The sending of funds to Greece, Ireland and Portugal has given rise to a fairly

negative reaction from both opposition parties and the public at large. A good
example is the fate of the Slovak government of Prime Minister Radicova upon the
announcement that the Slovak parliament had voted to provide funding for the so-
called European Stabilization Mechanism.
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not be paid. Funding debt servicing by means of Eurobonds guaranteed
by the all Eurozone member countries could lead to a pronounced reduc-
tion in risk premiums, thereby lowering debt servicing costs. But this
variant, too, has major limitations, coming primarily from the Germans.
The advantages of this solution would be enjoyed only by the problem
countries, which would thereby benefit from lower interest rates. Other
countries would continue to be subject to the risk that they must pay
back the value of the bonds issued if a countries such as Italy or Greece
announces bankruptcy in the future. Two further restrictions should be
noted in connection with this scenario. Most mature economies impacted
by the economic crisis must finance state budget deficits. An issue thus
arises as to whether global financial markets will be capable of generat-
ing enough lending capital to satisfy the demand. Another basic reality
is that even countries like Germany and France are having problems
with deepening deficits. It is thus possible that rather than financing
the debts of other countries, they will choose a “closer to home” strategy
and focus only on rescuing their own economies. Another barrier is the
unwillingness of member countries requesting financial support to sub-
ject their budget policy to a supranational authority, i.e., the EU. Most
countries are unwilling to give up autonomous control over fiscal pol-
icy priorities. Countries providing such financial conditions insist that
part of the decision making power in fiscal policy be transferred to the
supranational level if a fiscal (transfer) union is to be established96 in a
manner similar to the monetary union with regard to monetary policy.
Support for a scenario which would bring the EU closer to a federal or-
ganization is much higher at the level of the chief EU bodies (the head of
the European Commission and the head of the European Council) than
it is at the level of the member states.

Scenario 8: Internal Devaluation and a Policy of Savings (Fiscal
Restraint)

One potential approach to renewing competitiveness and economic growth
– alongside the debt servicing costs the two most important issues for pe-
ripheral states – is the so-called internal devaluation process. It is clear
that Eurozone members cannot renew their competitiveness by depreci-
96 The result may be an unwillingness on the part of some EU countries such as

Great Britain and the Czech Republic to sign on to a so-called Fiscal Pact or discuss
the introduction of new EU budget income from sources such as a tax on financial
transactions.
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ating their currencies. It is technically impossible to nominally devalue
the Greek euro as opposed to the identical German euro. A reduction
in nominal wages and prices is thus the only option for at least partially
renewing competitiveness in countries using the single currency. From
a long-term perspective, however, this is highly dangerous. If govern-
ments are forced to simultaneously limit their spending, there will be a
significant drop in the aggregate demand in the economy. This will man-
ifest itself in a drop in economic output: recession. A good example of
the limited power of economic policy to come to terms with deflationary
developments is the situation in the Japanese economy over the previ-
ous 20 years. The Japanese Central Bank maintains interest rates over
the long-term near zero. A policy of quantitative easing and an expan-
sive fiscal policy has made Japan one of the countries with the highest
government debt levels. In spite of this, Japan is unable to renew eco-
nomic growth. The combination of pressure to reduce nominal wages,
attempts to improve and stabilize public finances and the ineffectiveness
of the common monetary policy could thus become a trigger mechanism
for a pessimistic scenario for the development of the potential product
– a long-term drop or significantly slower growth of the economy com-
pared to the period before the crisis. Under this scenario, unemployment
would remain at high levels for a long period,97 substantially burdening
the state budget, increasing the social tensions and testing the willing-
ness of member countries to remain in the Eurozone.

Scenario 9: Preservation of the Euro and the Introduction of
Dual Currencies for Domestic Transactions in Economies with
High Levels of Indebtedness.

This scenario envisions a variant in which, e.g., Greece would begin to use
a “parallel” currency for domestic transactions, while continuing to use
the euro for deposits and foreign transactions. The Greek government
would issue financial instruments (coupons) which would not have the
status of official currency because this is forbidden by European treaty,
but whose use would allow the development of a new informal market.
Their value would be relatively weak vis-à-vis the euro and could be used
as a parallel currency for settling domestic transactions. The Greek
government would then be able to obtain financing in the “internal”
currency and its use would lead to a drop in state sector wages in euros.
97 For example, in Greece and Spain, unemployment has already exceeded 25%,

with unemployment in the 18–25 age group greater than 50%.
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This plan would in all likelihood not prevent a deepening recession. But
because the Greek government would issue an unlimited amount of the
parallel currency, it would lead to growth in inflation and a drop in the
public debt in real value terms. In the past, most governments have dealt
with the issue of debt financing by inflation: reducing the size of the debt
in real value terms. By using a parallel currency, Greece could remain
in the Eurozone and in the EU. It would gain the chance to gradually
achieve a primary budget surplus and repay its foreign debt. It should
be noted that even if the introduction of a parallel currency would not
allow countries like Greece to guarantee repayment of all debts and they
would have to undertake partial debt write-offs and bank restructuring.

Scenario 10: Collapse of the Eurozone in Its Existing Form
and the Creation of a New Monetary Union Featuring Coun-
tries which Have Traditionally Pegged Their Currency to Ger-
many’s and Countries with a Substantial Amount of Foreign
Trade with Germany – a So-called “Markzone”, a Shift To-
ward Political Union

One of the main benefits of membership in the monetary union derives
from the elimination of a currency risk for economies with high levels of
mutual trade. Data showing the volume of the mutual trade between
EU member countries indicate that there is a number of small, open eco-
nomies whose most important trading partner is Germany. Even before
the introduction of the single-currency euro, these countries had pegged
their currency to the German mark. They included Austria, the Nether-
lands and Denmark. Others – the Baltic republics – pegged theirs to the
euro at the beginning of the project to create an economic and monetary
union. The final scenario is based upon the following notion. Germany,
or German voters, will no longer accept negative developments in the
economies of the southern Eurozone. The leadership of the German gov-
ernment will evaluate the costs connected to the further membership in
the Eurozone as extreme and decide to return to the national currency.98

This situation, however, may simply represent a transition to a new mon-
etary union in the future. This new union would consist of countries with

98 A variant might be the creation of a rigid core within the Eurozone. Here though
we come up against a legislative wall: the inability of Germany and other potential
countries forming this future core to exclude problem members from the Eurozone.
In such a case, Germany might place the resolution of its own economic problems
before the interests of the Eurozone as a whole.
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a high percentage of foreign trade with Germany. These countries might
include Austria, the Netherlands, Belgium, Luxembourg and Denmark.
Of the new member countries, the Czech Republic, Slovakia, Hungary,
Poland and the Baltic republics might be involved. Future members of
the “markzone” could include Finland, Sweden, Norway and the Balkan
countries (Romania, Bulgaria, Croatia, Kosovo, Montenegro, Serbia and
others).99 A question remains as to what role France would play. There
is a significant worry that not including France in the newly created mon-
etary union could lead to the crisis of the whole European integration
process.

Figure 30 summarizes the basic scenarios and their potential results.
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Figure 30 Basic scenarios and their potential results
Source: Financial Times, Nov 2011.

So, what will the Eurozone look like in the year 2020? Who will be the
winners and losers in the project at that point in time?

99 Some of them already using euro as an official currency or as storage of value.
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As we have already noted at the start of the chapter, it is very difficult to
predict future developments. The ten scenarios given above do not pre-
tend to precisely describe future development of the Eurozone. Instead,
they map potential pathways. What is clear from all of these variants is
that Germany plays the key role. German Parliamentary elections are
planned for fall 2013 from which a new government will emerge. Most
existing measures implemented in the Eurozone to rescue the countries
at the periphery and stabilize the banking sector have only bought time
rather than presenting a comprehensive solution for the problem. If any
of these scenarios or any combination of them, or any scenario which we
have not been able to envision with the state of knowledge we possess
in the latter half of 2012 comes to pass, it will likely only be with the
initiative of the new German government elected in 2013. Significant
progress in solving the Eurozone crisis by EU political elites may thus
only be expected in 2014 and 2015.

Lubor Lacina, Brno, CZ
November 14th, 2012
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